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Abstract 
 

Weather forecasting is the attempt by meteorologists to predict the weather 
conditions at some future time and the weather conditions that may be expected. 
Earlier Forecasting was done on the basis of observed patterns of events, also 
known as pattern recognition. For ex- it was seen that on a particular day if the 
sunset was red it was considered to be fair weather. However  not all of this 
predictions prove to be authentic. 

 
Here in this Project we are making a prediction model using Machine Learning 
Algorithm and the algorithm used is supervised machine learning algorithm. In this 
we have collected previous data from Kaggle website and predicted the future 
temperature on the basis of temperature, humidity and Pressure 

 
The application used in making this model is Jupyter Notebook,Kaggle website 
and the Framework used are Pandas, sklearn, Numpy, Matplotlib. These are the 
latest software and the applications used in weather Forecasting. 

 
By using this model we will be easily be able to forecast the weather which is very 
essential in today’s day to day life for planning for any vacation,in Air traffic, 
Agriculture, Military application,etc. 
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CHAPTER-1 
 

Introduction 
 

1.1 Introduction 
 

Weather forecasting is the attempt by meteorologists to predict the weather 
conditions at some future time and the weather conditions that may be expected. 
Earlier Forecasting was done on the basis of observed patterns of events, also 
known as pattern recognition. For ex- it was seen that on a particular day if the 
sunset was red it was considered to be fair weather. However  not all of this 
predictions prove to be authentic. 

 
Weather prediction is the task of prediction of the atmosphere at a future time and 
a given area. In early days, this has been done through physical equations in which 
the atmosphere is consider as fluid. The current state of the environment is 
inspected, and the future state is predicted by solving those equations numerically, 
but we can not determine a very accurate weather for more than 10 days and this 
can be improved with the help of science and technology. There are numerous of 
Machine Learning algorithms for Forecasting the weather in which we are using 
Linear Regression Algorithm and Polynomial Regression. 

 
Machine learning, is relatively robust to perturbations and doesn’t need any other 
physical variables for prediction. Therefore, machine learning is much better 
opportunity in evolution of weather forecasting. Before the advancement of 
Technology, weather forecasting was a hard nut to crack. Weather forecasters 
relied upon satellites, data model’s atmospheric conditions with less accuracy. 
Weather prediction and analysis has vastly increased in terms of accuracy and 
predictability with the use of Internet of Things, since last 40 years. With the 
advancement of Data Science, Artificial Intelligence, Scientists now do weather 
forecasting with high accuracy and predictability. 

 
1.2 Traditional Weather Forecasting 

 
Weather forecasting is the application of science and technology to predict the 
state of the atmosphere for a given location. Weather forecasts are made by 
collecting quantitative data about the current state of the atmosphere and using 
scientific understanding of atmospheric processes to project how the atmosphere 
will evolve. There are a variety of end users to weather forecasts. Weather 
warnings are important forecasts because they are used to protect life and property. 



 
 

In ancient times, forecasting was mostly based on weather pattern observation. 
Over the years, the study of weather patterns has resulted in various techniques for 
rainfall forecasting. Present rainfall forecasting embodies a combination of 
computer models, interpretation, and an acquaintance of weather patterns. The 
following technique was used for existing weather prediction. 

 
Use of a barometer 

 
Measurements of barometric pressure and the pressure tendency have been used in 
forecasting since the late 19th century. The larger the change in pressure, the larger 
the change in weather can be expected. If the pressure drop is rapid, a low pressure 
system is approaching, and there is a greater chance of rain 

 
Looking at the sky 

 
Along with pressure tendency, the condition of the sky is one of the most important 
parameters used to forecast weather in mountainous areas. Thickening of cloud 
cover or the invasion of a higher cloud deck is an indication of rain in the near 
future. At night, high thin clouds can lead to halos around the moon, which 
indicates the approach of a warm front and its associated rain. Morning fog 
portends fair conditions, as rainy conditions are preceded by wind or clouds which 
prevent fog formation 

 
Nowcasting 

 
The forecasting of the weather within the next six hours is often referred to as 
nowcasting. In this time range, it is possible to forecast smaller features such as 
individual showers and thunderstorms with reasonable accuracy, as well as other 
features too small to be resolved by a computer model. A human, given the latest 
radar, satellite and observational data will be able to make a better analysis of the 
small scale features present and so will be able to make a more accurate forecast 
for the following few hours 

 
Analog technique 

 
The analog technique is a complex way of making a forecast, requiring the 
forecaster to remember a previous weather event which is expected to be mimicked 
by an upcoming event. It remains a useful method of observing rainfall in places 



such as oceans, as well as the forecasting of precipitation amounts and distribution 
in the future. A similar technique is used in medium range forecasting, which is 
known as teleconnections, when systems in other locations are used to help pin 
down the location of another system within the surrounding regime. 

 
Radar 

 
Radar stands for Radio Detection and Ranging. In radar, a transmitter sends out 
radio waves. The radio waves bounce off the nearest object and then return to a 
receiver. Weather radar can sense many characteristics of precipitation, its location, 
motion, intensity, and the likelihood of future precipitation. Most weather radar is 
Doppler radar, which can also track how fast the precipitation falls. Radar can 
outline the structure of a storm and in doing so estimates the possibility that it will 
produce severe weather condition 

 
 

1.3 Objectives 
 

Our project aims to predict the Weather and Atmosphere conditions using the 
previous dataset of the weather forecasting with a focus on improving the accuracy 
of prediction. This will increase the accuracy of the weather prediction and we will 
get accurate results than the traditional methods. Our dataset consists of max and 
min. temperature of everyday from the specific location.Classifications: When 
gathering datasets to give to the models there are sure parameters which are called 
as ordered information which incorporates: snow, rainstorm, rain, mist, cloudy, for 
the most part overcast, halfway shady, scattered mists, and clear.Thus our aim is to 
provide accurate result in order to provide correct prediction of weather for future 
so in critical conditions people can be aware of upcoming natural calamities. 



CHAPTER-2 

Literature Survey 
 

Linear Regression Algorithm: 
 

Before recognizing what is Linear Regression, let us get ourselves acclimated with 
regression. Regression is a technique for demonstrating an objective esteem 
dependent on free indicators. This strategy is for the most part utilized for 
estimating and discovering circumstances and end results connection between 
factors. Regression methods for the most part vary dependent on the quantity of 
autonomous factors and the kind of connection between the free and ward factors. 

 
 

Linear Regression 
 

Linear Regression is a machine learning algorithm used for the prediction of 
parameter which is in continuous nature. In this project, linear regression has been 
used for forecasting the minimum and maximum temperature and wind speed. 

 
 
 

The major objectives of Linear Regression: Linear regression has been used for the 
following two objectives: 

 
 In order to find the relationship among variables (here maximum temperature 

rainfall and minimum temperature, etc.). 
 In order to estimate the values of some attributes so that new observations are 

entertained 
 

Basic linear regression is a kind of regression examination where the quantity of 
autonomous factors is one and there is a straight connection between the 
independent(x) and dependent(y) variable. The red line in the above diagram is 
alluded to as the best fit straight line. In view of the given information focuses, we 
attempt to plot a line that models the focuses the best. The line can be displayed 
dependent on the straight condition demonstrated as follows 



 
 

y = a0 * x + a1 ## Linear Equation 
 
 

The intention of the linear regression calculation is to locate the best qualities for 
a0 and a1. Before proceeding onward to the calculation, we should view two 
critical ideas you should know to more readily comprehend linear regression. 

 

Polynomial Regression 
 

Polynomial regression is a special case of linear regression where we fit a 
polynomial equation on the data with a curvilinear relationship between the target 
variable and the independent variables. 

 
In a curvilinear relationship, the value of the target variable changes in a non- 
uniform manner with respect to the predictor (s). 

 
In Linear Regression, with a single predictor, we have the following equation: 

 

where, 



Y is the target, 
 

x is the predictor, 

is the bias, 

and 1 is the weight in the regression equation 
 

This linear equation can be used to represent a linear relationship. But, in 
polynomial regression, we have a polynomial equation of degree n represented as: 

 

 

 

Here:  
 
0 is the bias, 

1, 2, …, n are the weights in the equation of the polynomial regression, 

and n is the degree of the polynomial 
The number of higher-order terms increases with the increasing value of n, and 
hence the equation becomes more complicated. 

 
 



Chapter-3 
 

Software Requirement Specification 
 
 

3.1 Python 

i)Python 

3.2 Libraries 
 

i) Numpy 
ii) Scikit-learn 
iii) Pandas 
iv) Matplotlib 

 
3.3 Operating System 

 
i) Windows 

 
 

Hardware Requirements Specification 
 

I. Laptop with basic hardware. 



Chapter 4 

Functionality / Working of Project 

 

The dataset that I have chosen for this exercise is Weather dataset of Szeged City of 

Hungary. Its 10 years of data from 2006–2016 and it has hourly entries of the 

weather related features. 

 
Data Set — https://www.kaggle.com/budincsevity/szeged-weather 

 
 

We have first import the required libraries for the data pre - processing for the 

models. 

 

 



Before feeding the data into our model, we first need to make sure , Dataset is 

appropriate for our model or not. The data might be having some missing or null 

values or some not required values which need to be handles properly and replace 

that wrong data. 

 
We need to understand the data well, it’s really helps us for processing the data. 

 

So our data, consists of 12 columns and many rows. The entries our made on hourly 

basis every day. So for each day there are 24 entries. 

 



 
 
 

Total 96453 Rows and 12 Columns are Available in our Dataset. 
 
 

 



Now, I’m checking, Any missing values present in our dataset or not. True 

represents the Missing Data. 

 

 



Total 85224 rainy days and 10712 days with sbow. 
 
 

 

 

Now, “Rain” value is replaced by binary value 1 and “Snow” value is replaced by 0. 
 



 

 
 

 



 

 
 
 
 
 



 
 
 

 

Training set for Model Training. And Testing Set used for Prediction. 
 

 
 

 



 
 
 

Now, Linear Regression Model applied for our Model. 
 
 



 
 

 
 

 

 

This is the Actual and Predicted value by our Linear Regression Model. 
 



 

Differences Between Actual value and Predicted 
 

 

 
Now, Our Linear Regression model Efficiency is very Bad, Efficiency come out to 
be only 10 %. 

 
So, We are going to use Polynomial Regression Algorithm. 



 

Polynomial Regression Class has been imported from Sklearn Library. And we are going to 
first create our model object and then we will fit our model to the Regression Object. 

 
 
 

 
 

Now, Model is fitted into our Regression Instance. 
 

 



 
 

Now, Our Polynomial Regression Model has only 15% Error Prediction. 
 
 
 
 

Model Efficiency is 85% and it is the Efficient Model but not the most efficient for our 
Dataset. 

 
 
 
 



Actual, Predicited and Difference between Actual and Predicted values are : 
 

 



Predicted values by our Polynomial Regression Model 
 
 

 



Differences Between Actual and Predicted values by our Model are : 
 
 

 

 
 

Now, Our Polynomial Regression model Efficiency is good but not the best, 
Efficiency come out to    be only 85 %. 

 
So, We are going to use Random Forest Algorithm. 



Chapter-5 

Result and Discussion 

In this project we have used three regression model for weather Forecasting. In 
which in Linear Regression model Efficiency was very Bad as there was more 
error prediction percentage and that result in low Efficiency of only 10 %. 

 
So, We have used Polynomial Regression Algorithm. In Polynomial Regression 
Model there was only 15% Error Prediction and Model Efficiency is 85% and thus 
it was far better than Linear Regression model but not the most efficient. 
 
So, we used Random Forest Regression Model. In this there was 0.2% error 
prediction and the Model Efficiency is 99% and thus it was the best regression 
model for our data set. 

 
There are also other machine learning algorithms through which we can more 
efficient results.In which we have used above three algorithms and shown their 
efficiency rate in weather forecasting. 

 
 
 
 
 

 

Linear Regression model efficiency 
 
 
 
 
 
 
 
 
 
 
 



 

 
 

Polynomial Regression Model Efficiency 

 

 

 

 
 

Random Forest Regression Model Efficiency 

 

 

 
 

We can easily notice the big difference between the three regression model and can 
conclude Random Fregression Model give more accurate result in weather 
Forecasting. 



Chapter-6 

Conclusion and Future Scope 

In this paper, we presented a technology to utilize machine learning techniques to 
provide weather forecasts. Machine learning technology can provide intelligent 
models, which are much simpler than traditional physical models. They are less 
resource-hungry and can easily be run on almost any computer including mobile 
devices. Our evaluation results show that these machine learning models can 
predict weather features accurately enough to compete with traditional models. 

 
The most scientific and technical challenging problem around the world is 
forecasting the weather. Weather Prediction relies on two correct things 1) First the 
collection of the data from the meteorological department and 2) the appropriate 
selection of the data mining techniques for predicting the weather conditions. The 
major concerns of Weather prediction are the Accuracy of the model and its 
Timely output. The Problem domain of Weather Forecasting is very vast and 
therefore it is very feasible to use data mining techniques which can perform in a 
thorough manner with the complex problem domain of weather forecasting and 
give some accurate results. However more than one data mining technique is 
applied in parallel for better and accurate results for the weather prediction. The 
proposed work is an attempt to forecast different weather conditions using a fusion 
of different forecasting and data mining techniques. Even though the rainfall is 
dependent on many parameters, the proposed model was able to get an impressive 
classification accuracy using limited parameters. 

 
Linear regression demonstrated to be a low predisposition, high fluctuation model 
though polynomial regression demonstrated to be a high predisposition, low 
difference model. Linear regression is naturally a high difference model as it is 
unsteady to outliers, so one approach to improve the linear regression model is by 
gathering of more information. 
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