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ABSTRACT 

 
The covid -19 pandemic has not only been a traumatic experience for the whole world 

healthwise, but it also has been a disastrous hindrance for the economical growth of 

the world. Number of companies and organizations went bankrupt or were shut down, 

millions of people lost their jobs and there was a drastic change in the stock prices of 

some of the biggest organizations in the world during the prime of the covid-19 

pandemic. No one could have predicted these shocking changes in the stock prices as 

no one saw it coming. Since there was a drastic change in the stock prices so now there 

is a lot of new important data that needs to be used for the further prediction of the 

stock prices in the future. In this paper we will predict the stock prices using the new 

data after the prime of the covid-19 pandemic using machine learning algorithms. 
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CHAPTER-1 

 

Introduction 

 

 

There are a lot of complicated financial indicators and also the fluctuation of the stock 

market is highly violent. However, as the technology is getting advanced, the 

opportunity to gain a steady fortune from the stock market is increased and it also helps 

experts to find out the most informative indicators to make a better prediction. The 

prediction of the market value is of great importance to help in maximizing the profit 

of stock option purchase while keeping the risk low. Recurrent neural networks (RNN) 

have proved one of the most powerful models for processing sequential data. Various 

types of neural networks can be developed by the combination of different factors like 

network topology, training method etc. For this experiment, we have considered 

Recurrent Neural Network and Long Short-Term Memory. 
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CHAPTER-2 
 

 

⮚ Importance of stock market: 

Literature survey 

 

The Stock is essentially a share in a company’s ownership. Stocks are partial ownership of 

businesses instead of stock tickers piece of paper, which can be traded in the stock market . If 

company ownership is divided into 100 parts, the investor purchase one part which is equal to 

one share then we can own 1 percent of that company. Stock exchange uses an automated 

matching system driven by order. Stock prices are defined as any time how many buyers and 

sellers available for the same stock in the market. If the number of buyers is more than sellers 

then stock price becomes high and if the number of sellers higher than buyers then stock price 

becomes low. The best buy and sell order are looked into a counterparty angle. The best buy 

order is which has the highest price and best sell order is which has the lowest price. With this 

logic system can match the orders and executes the traders’system. SEBI (Security and 

Exchange Board of India) regulates the stock market. In stock markets customers preferences 

and requirements are different. The estimated world stock market was at $36.6 trillion in early 

October 2008 [6]. The total world market for derivatives was estimated at approximately $791 

trillion in face value or nominal value, 11 times thesize of the world economy. 
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⮚ Prediction Techniques: 

 

Presented the recent methods for the prediction of stock market and give a comparative 

analysis of all these Techniques. Major prediction techniques such as data mining, machine 

learning and deep learning techniques used to estimate the future stock prices based on 

these techniques and discussed their advantages and disadvantages. They are, 

 
1. Holt-Winters 

2. Artificial Neural Network 

3. Hidden Markov Model 

4. ARIMA Model 

5. Time Series Linear Model 

6. Recurrent Neural Networks. 

 
 

Holt-Winters, Artificial Neural Network, Hidden Markov Model are Machine Learning 

Techniques, ARIMA Model is Time series technique and Time series Linear Model and 

Recurrent Neural Networks are Deep Learning Techniques. 

 
⮚ Recurrent Neural Network: 

 

Recurrent neural networks (RNN) [17] use back propagation to learn, but their nodes have a 

feedback mechanism. Because of this, RNN models can predict a stock price based on 

recent history and is recurrent. 

model <- trainr(Y = trainy, X = trainx, learningrate = 0.05, hidden_dim = 5, numepochs 

= 2600) 

pred <- predictr(model,testx). 
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Advantage : 

Previous time points to input layer contains inputs. 

 
 

Disadvantage: 

An RNN makes it possible to feed those words in through a much smaller set of input 

nodes. 

 
The popularity of stock market trading is growing rapidly, which is encouraging researchers 

to find out new methods for the prediction using new techniques. The forecasting technique 

is not only helping the researchers but it also helps investors and any person dealing with 

the stock market. In order to help predict the stock indices, a forecasting model with good 

accuracy is required. 
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Chapter-3 

Product design 

➢ The prediction methods can be roughly divided into two categories, statistical methods 

and artificial intelligence methods. Statistical methods include logistic regression 

model, ARCH model, etc. Artificial intelligence methods include multi-layer 

perceptron, convolutional neural network, naive Bayes network, back propagation 

network, single-layer LSTM, support vector machine, recurrent neural network, etc. 

They used Long short-term memory network (LSTM). 

 

⮚ This section we will discuss the product design of our system. Our system consists of 

several stages which are as follows: 

1. Stage 1: Raw Data 

 

2. Stage 2: Data Preprocessing 

 

3. Stage 3: Feature Extraction 

 

4. Stage 4: Training Neural Network 

 

5. Stage 5: Output Generation 

 

➢ Use Case Diagram: 

 
In the Unified Modelling Language (UML), a use case 

diagram can summarize the details of your system's users (also known as 

actors) and their interactions with the system. To build one, you'll use a set of 

specialized symbols and connectors. An effective use case diagram can help 

your team discuss and represent: 

 
● Scenarios in which your system or application interacts with people, 

organizations, or external systems. 
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● Goals that your system or application helps those entities 

(known as actors) achieve. 

● The scope of your system. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
Using LMS, LSTM and LSTM with LMS in the syst 
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➢ Sequence Diagram 

 
A sequence diagram is a type of interaction diagram 

because it describes how and in what order a group of objects works together. 

These diagrams are used by software developers and business professionals to 

understand requirements for a new system or to document an existing process. 

Sequence diagrams are sometimes known as event diagrams or event 

scenarios. Sequence diagrams can be useful references for businesses and 

other organizations. Try drawing a sequence diagram to: 

 
● Represent the details of a UML use case. 

● Model the logic of a sophisticated procedure, function, or operation. 

● See how objects and components interact with each other to complete a process. 

● Plan and understand the detailed functionality of an existing or future scenario. 
 

 

 
 

 
 

Execution based on model selection 
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➢ Activity Diagram 

 
An activity diagram is a behavioral diagram i.e. it depicts the behavior of a system. 

 
An activity diagram portrays the control flow from a start point to a finish 

point showing the various decision paths that exist while the activity is being 

executed. 

 

 

 
 

 
Execution based on algorithm selection 
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➢ Collaboration Diagram: 

 
The collaborations are used when it is essential to depict 

the relationship between the object. Both the sequence and collaboration 

diagrams represent the same information, but the way of portraying it quite 

different. The collaboration diagrams are best suited for analyzing use cases. 

 

 

 

 
 

 

 

Data transfer between modules 
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➢ Flow Chart: 
 

 

 

 

 

 

 
 

Flow of execution 
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➢ Component Diagram 
 

 

 

 

 
 

 

 
 

Components present in the system 
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Chapter-4 
 

Working 
 

 

 

 

LSTM is a special network structure with three “gate” structures. Three gates are 

placed in an LSTM unit, called input gate, forgetting gate and output gate. While 

information enters the LSTM’s network, it can be selected by rules. Only the 

information conforms to the algorithm will be left, and the information that does not 

conform will be forgotten through the forgetting gate. The experimental data in this 

paper are the actual historical data downloaded from the Internet. Three data sets 

were used in the experiments. It is needed to find an optimization algorithm that 

requires less resources and has faster convergence speed. 

• Used Long Short-term Memory (LSTM) with embedded layer and the LSTM 

neural network with automatic encoder. 

• LSTM is used instead of RNN to avoid exploding and vanishing gradients. 

 
• In this project python is used to train the model, MATLAB is used to reduce 

dimensions of the input. MySQL is used as a dataset to store and retrieve data. 

• The historical stock data table contains the information of opening price, the 

 

highest price, lowest price, closing price, transaction date, volume and so on. 
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• The accuracy of this LSTM model used in this project is 57%. 

 

 

 
The LMS filter is a kind of deposed for solving linear problems. The idea of the filter 

is to minimize a system (finding the filter coefficients) by minimizing the least mean 

square of the error signal. 

 

 

 

 

In general, we don’t know exactly if the problem can be solved non-linear 

algorithm. Since the internet always shows non-linear approaches, we will use LMS 

to prove that stock market prediction can be done with linear algorithms with a good 

precision. But this filter mimetites a system, that is, if we apply this filter in our data, 

we will have the filter coefficients trained, and when we input a new vector, our filter 

coefficients will output a response that the original system would (in the best case). 

So we just have to do a tricky modification for using this filter to predict data. 
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Chapter-5 
 

Implementation 
 

 

 

 

 

 

 

 

In this graph the Red line depicts train Predicition and the blue line is train target , it 

is observe that both the lines are almost going on the same direction and having 

similar features thus our train prediction is almost accurate. 

 

Yellow line depicts the valid prediction. 

 

Now , Green line depicts the test prediction and black colour depicts the test target , 

it is observe that both the lines are almost going on the same direction and having 

similar featutes thus our test prediction is almost accurate. 
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In future stock prices Green colour depicts test prediction and black colour depicts 

the test target which show us that there is very less difference between test target and 

test prediction. 
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