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ABSTRACT

Recommender systems are information filtering tools that aspire to predict the rating for users and items,
predominantly from big data to recommend their likes. Music recommendation systems provide a mechanism
to assist users in classifying users with similar interests. This makes recommender systems essentially a central
part of websites and e-commerce applications. This project focuses on the movie recommendation systems
whose primary objective is to suggest a recommended movie though a content-based recommendation system.
This recommendation system will collect information about the user’s preferences of different music in two
ways, either implicitly or explicitly. Implicit acquisition of user information typically involves observing the
user’s behavior, such as watched movies. On the other hand, explicit acquisition involves collecting the user’s
previous ratings or history.

Such recommendation systems are beneficial for organizations that collect data from large amounts of
customers and wish to effectively provide the best suggestions possible. A lot of factors can be considered
while designing a movie recommendation system like the genre of the movie, actors present in it, or even the
director of the movie. The systems can recommend movies based on one or a combination of two or more
attributes. In this project, the recommendation system has been built on the type of genres that the user might
prefer to watch. The approach adopted to do so is content-based filtering using genre correlation. The dataset
used for the system is collected from the Internet from various sources. The data analysis tool used is Python.
Moreover, this project will be covering a full-stack website made on MERN stack, providing recommendations
based on user tastes, rich data images, and trailers. The website will be well designed and functional, easy to
use, optimized for mobile, fresh quality content. The user’s data, like password or data, will be secured with
token-based authentication and hashing techniques making this website reliable and secure.

Keywords: Recommender Systems, Collaborative Filtering, Content-based Filtering, Recommendation,
Evaluation Metrics.
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CHAPTER 1: INTRODUCTION ABOUT PROJECT

Objective:

The chief purpose of our system is to recommend movies to its users based on their viewing
history and ratings that they provide. The system will also recommend various E-commerce
companies to publicize their products to specific customers based on the genre of movies they like.

Introduction

Recommendation systems help users find and select items (e.g., books, movies, restaurants) from the huge
number available on the web or in other electronic information sources. Given a large set of items and a
description of the user’s needs, they present to the user a small set of the items that are well suited to the
description. Similarly, a movie recommendation system provides a level of comfort and personalization that
helps the user interact better with the system and watch movies that cater to his needs. Providing this level of
comfort to the user was our primary motivation in opting for movie recommendation system as our BE Project.
The chief purpose of our system is to recommend movies to its users based on their viewing history and ratings
that they provide. The system will also recommend various E-commerce companies to publicize their products
to specific customers based on the genre of movies they like. Personalized recommendation engines help
millions of people narrow the universe of potential films to fit their unique tastes. Collaborative filtering and
content-based filtering are the are prime approaches to provide recommendation to users. Both of them are
best applicable in specific scenarios because of their respective ups and downs. In this paper we have proposed
a mixed approach such that both the algorithms complement each other thereby improving performance and
accuracy of the of our system.

Recommender Systems general model

Personalization 1

comparison
User (e.g.,correlation)
e
Profile l

€.g books,
music ,
mowvies...

products in
generally

Y

Recommend Items

We may say that recommendation systems resemble search engines, however the user is not searching
explicitly for an item but the engine recommends items to the user based on his previous interactions with the
system, which are used to model his preferences



Existing System

It does not work for a new user who has not rated any item yet as enough ratings are required content-
based recommender evaluates the user preferences and provides accurate recommendations.

No recommendation of serendipitous items.

Limited Content Analysis- The recommender does not work if the system fails to distinguish the items
that a user likes from the items that he does not like.

Proposed System

e \We have proposed a hybrid recommender system which is known as content-boosted collaborative
filtering system.
e This hybrid system takes advantage from both the representation of the content as well as the
similarities among users.
e The intuition behind this technique is to use a content-based predictor to fill the user-rating matrix that
is sparsely distributed.
e A web crawler is used to download necessary movie content for our dataset. After the preprocessing
the movie content database is stored. The dataset consists of a user-rating matrix.
Applications
e What to buy:
o E-commerce, Books, Movies, Beer, Shoes
e Where to eat?
e Which job to apply to?
e Who you should be friends with?
o LinkedIn, Facebook......
e Personalize your experience on the web

News platform, News personalization

Content based Recommendation System
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Recommender systems are active information filtering systems which personalize the information coming to
a user based on his interests, relevance of the information etc.

Recommender systems are used widely for recommending movies, articles, restaurants, places to visit, items
to buy etc.



How do Content Based Recommender Systems work?

A content based recommender works with data that the user provides, either explicitly (rating) or implicitly
(clicking on a link) .

Based on that data, a user profile is generated, which is then used to make suggestions to the user. As the user
provides more inputs or takes actions on the recommendations, the engine becomes more and more accurate.

Collaborative Filtering

Collaborative Filtering | "Tell me what's popular
among my neighbors, | also

Similar preferences

Collaborative filtering(CF) is a popular recommendation algorithm that bases its predictions and
recommendations on the ratings or behavior of other users in the system. The fundamental assumption behind
this method is that other users’ opinions can be selected and aggregated in such a way as to provide a
reasonable prediction of the active user's preference. Intuitively, they assume that, if users agree about the
quality or relevance of some items, then they will likely agree about other items.



CHAPTER 2: REQUIREMENTS, FEASIBILITY AND
SCOPE/OBJECTIVE

Required Tools:

Hardware Requirements

e Processor : Single Core 1.0 Ghz

e Graphic Card: 64 MB minimum

e Storage : 100mb ~ 1GB

e Ram: 1GB

o Device : Laptop, Phone

e Mobile : Device capable of running a browser

Software Requirements

For Developer For Users

Python (3 or newer) «  For Mobile Users: Android Version = 6.0
NodelS +  For PC Users : Any browser supporting

Jupyter Notebook JavaScript.
MongoDBE

ReactlS

ExpressIS

Flask

Visual Studio Code

Feasibility Analysis:

Financial: The proposed project is totally financial independent there is no financial requirement.
Technology: Movie recommendation systems available in the market are dependent on the dataset to contain
large clusters of similar users and items. They also do not provide services such as effective remote access via
cloud, customer interaction modules, etc. to be solved with the proposed system.

Operational Feasibility: The project will be implemented in a way that it will allow the functioning of
recommendations smoothly. It will provide a user-friendly user interface in a modular fashion.

Product/Service Marketplace

The Movie recommendation system will impact client institutions in several ways. The following provides a
high-level explanation of how the organization, tools, processes, and roles and responsibilities will be affected
as a result of the movie recommendation system implementation:-

Tools: The existing requirement for on site management systems will be eliminated completely with the
availability of a cloud-based system.

Processes: With the Movie recommendation system comes more efficient and streamlined administrative and
customer relations processes.

Hardware/Software: Clients will need to handle no extra software or hardware apart from a stable high-speed
Internet connection and a computer device.



CHAPTER 3: ANALYSIS, ACTIVITY TIME SCHEDULE (PERT)

Problem Formulation

Owing to the various demerits of pure content-based and pure CF based systems, we have proposed a hybrid
recommender system which is known as content-boosted collaborative filtering system. This hybrid system
takes advantage from both the representation of the content as well as the similarities among users. The
intuition behind this technique is to use a content-based predictor to fill the user-rating matrix that is sparsely
distributed. A web crawler is used to download necessary movie content for our dataset. After the
preprocessing the movie content database is stored. The dataset consists of a user-rating matrix. Content-based
predictions are used to train each user-rating vector in the user-rating matrix and convert it into a pseudo rating
matrix which combines actual rating with the predicted ratings. Collaborative filtering is then applied to this
full pseudo user-rating matrix to make recommendation for an active user.

/I"-.-'IIIZWI'E / """"" ‘{ WEB CRAWLER ]* 1 IMDB

User Rating - o —w{ Full User Rating
Matrix Movie
Database
T S
e — Content Based
// Acrive User \\1 L Filtering

;\ Rating l




Activity Time Schedule

Week 1: Scraping data from Kaggle or some other movie repository.

First , we fetched the required dataset from kaggle and other movie repositories.

After that , the dataset is pre-processed into the desired format.

Now , by using one of the filtering methods we apply content based filtering .

Content Based Filtering also referred as Cognitive Filtering method uses attributes of the content to
recommend similar movie content to the users .

A system works with data that the user provides, either rating or clicking on a link. Based on that provided
data, a user profile is generated which is then used to make suggestions to the user. As the user provides
more inputs or takes actions on those recommendations, the engine becomes more and more accurate.
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Week 2: Preprocessing scraped data into usable form .



Week 3: Making content-based recommendation system.

Recommendation System Project
Item-based Collaborative Filtering

Recommended
to User 3

USER 1

Watches Movie 3 e

Week 4: Making sentiment analysis model using forward propagation

SENTIMENT ANALYSIS

£
y .
- -
v
NEGATIVE NEUTRAL POSITIVE
Totally dissatisfied with the Good Job but | will expect a Brilliant effort guys! Loved
service. Worst customer lot more in future. Your Work.

care ever,

Week 5: Making database and initializing backend server.

Database

10



connecting to: mongodb: /| ? apiServiceName=mongodb
( p2ab2-cb72- -89c¢5-84fb55ea54el

[initandlisten]
[initandlisten] ** WARNING: Access control is not enabled for the database.
[initandlisten] Read and write access to data and configuration is u

11-87T12:05:46.571+8530 I CONTROL [initandlisten]

Enable MongoDB's f cloud-ba monitoring service, which will then receive and display
metrics about your deployment (disk utilization, CPU, operation statistics, etc).

The monitoring data will be available on a MongoDB website with a unique URL accessible to you
and anyone you share the URL with. MongoDB may use this information to make product
improvements and to suggest MongoDB products and deployment options to you.

To enable free monitoring, run the following command: db.enableFreeMonitoring()
To permanently disable this reminder, run the following command: db.disableFreeMonitoring()

use flick
itched to db flick
show collections

11



CHAPTER 4: DESIGN

Flow Chart:

Process 1:
Login

A user provides Recommend P . 5.

personal movies to user rocess J5: Pl'OceSS 2 .
f t i i :

information List of popular movies

A measured similarity
Recommeud ation between users

System
Process 6 Movies Rating
List of v
recommending ‘.a v MovieLens Dataset
movies v

User personalize
information

Adjacency matrix
Users in of users
group

L +
Process 4: w &,

Z é& Process 3
- i ]
Matching user to — e Clustering users
suitable cluster ’ Clisterof uses Vi ®
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Class Diagram:

Playlist
- user : User —1
- movie : Movie
UserT:
o User e
maintains ———— 1 — 1 1+ userType: String
- name : String +maxAllowedCheckOut: int
- accountNumber: long
- userType:UserType
0.1 — - playList: PlayList
- previousRental PreviousRental
Player — 1. ———— play movie
- mavieName: String ‘,’ 1 |+ checkOut (Movie ) : Movie
/ + watchAMovie{Movie) : Player
e ", + getHistory (User) : List
+ stopMavie 2 [ arg list) S I I
+ rewindMavie{ arg list) / 1. 0.*
+ForwardMovie ( arg list ) /
;
;
;
/ checkout searches
UserWatch Record
- movie : Movie 0.r
- user : User |
- date : Date
- dateRented: Date maintzing <<C|as:s>>
- dateReturned; Date 0 Movie
- Title : String
- Date: Date
- genre : Genre <<Enumeration>>
- price: long je——1— Genre
N — - - Action
+ getMovie(title ) : movie - Comedy
+ searchMovie ( title) : boolean - Drama
+ displayMovie(): List ~War

History 1

+ Attribute 1: Type

+Operation 1 arg list )

13



DB-Class-Diagram:

£ BaseModel

[
o log

(© UserRecommendations

Iid String
I movield Integer
! rating Integer
[ userld Integer

I/ rating
I’ genre

Logger

© UserChoices

int

String

© PersonalRatings

Iid String
[ movield Integer
I rating Integer
[ userld Integer

14

© MovieRatings
I id

I movield

[’ rating

[ title

I genre

String
Integer
Integer

String

String




Activity Diagram:

Ll o9

usor id
User__pword
useor addross
LUser country
user_dob

UBOr nox
user_firsmmame
user Iastname

ES T““

o

L0 L

acimin__pwaord
admin_dob
admin_ sox
MOin_Nirstnsmes
admin_ lastname

K movie id
rating_user
rating user tmo

FK2 |user id

P

K
K2

movie  title

movie ganre
Mmovie _ cammessnt
movie dasaripuon
(N 1 |

admin

15

ES




Context Diagram:

User’s personal information,
username and password.

Manage and update
Service Data.

( A 4 h 4
User al System
'y Flick king Administrator
ition
F 3
User account and
SNS services System Maintenance
Use Case Diagram:
User Login
M
ssful
Registered User Forgot Password
/ Forgot Password
\ Page
Unregistered User

User

Sign-Up Page




Search

( SearchBox \
Home Page S 3

Successfullogin

User Page Hashtag Posts Notifications
Profile Profile s

Common Links

Successful Login Home Page

Notificatio
n Window

- -
- ————————————
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CHAPTER 5. IMPLEMENTATION AND TESTING
PROJECT IMPLEMENTATION

Step 1: Weighing the Genres according to rating provided by the user.

Weighing the genres

G Comedy Adventure | Super Hero Sci-Fi
&%
0 ik 1 0
i : X
£ Encoding user profik;
10 using one hot encoding 1 1 1 1
&l s 1 |of|1 o0
Input User Ratings
Step 2 : User profile created by using one-hot encoding.
Comedy Adventure | Super Hero Sci-Fi
| 0 |2 |2 |o
10| 10| 10| 10

—/ "
— 8 0 8 0
Weighing the
genres
Comedy |Adventure |Super Hero | Sci-Fi
User Profile G 18 12 20 10

18



Step 3 : Encoding User-Profile matrix with Movies Matrix.

Comedy |Adventure |Super Hero | Sci-Fi
™| 03| 02| 033 016
“ . . .
User Profile'£ ’
' ? ¢ )
Comedy 'AMnture Super Hero Sci-Fi
E 1 1 0 x |
0 0 1 0
4
. 1 0 1 0

Movies Matrix

Step 4 : Creating recommendation Matrix.

Finding the
recommendations

Super

B
-

Finding the

recommendation

<1

L

Comedy |adventure Hero Sci-Fi
B o3| o o [oxe
0 0 [0.33 0
! 033 | 0

Weighted Movies Matrix
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Comedy Adventure] . Sci-Fi
03| 02 0 |0.16
0 0 (0.33 0
03] 0 |0.33 0

Weighted Movies Matrix

Weighted

= Avevage

0.66 —

0.33

0.63

Recommendation Matrix

Highest
Recommended



Implementing Sentiment Analysis:

Sentiment analysis (also known as opinion mining) is a natural language processing problem where text is
understood and the underlying intent is predicted. Sentiment analysis is often used to find out the sentiment in
customers’ feedback.

IMDB dataset contains 25,000 highly polar moving reviews (good or bad) for training and testing. The
problem is to determine whether a given moving review has a positive or negative sentiment.

Summing up, sentiment analysis tools serve to extract insights which are crucial to getting what users think
and react on time to improve their user experience.

The model is trained on the dataset of movie reviews using neural networks having accuracy of 85%.

Future Work: To improve accuracy of the model using reinforcement learning.

Demo:
Training the model

Predicting the review:
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Collaborative filters

Collaborative Filters work with an interaction matrix, also called rating matrix. The aim of this algorithm is to learn a function that can predict if a user will
benefit from an item-meaning the user will likely buy, listen to, watch this item.

Among collaborative-based systems, we can encounter two types: user-item filtering and item-item filtering.

What algorithms do collaborative filters use to recommend new songs? There are several machine leaming algorithms that can be used in the case of
collaborative filtering. Among them, we can mention nearest-neighbor, clustering, and matrix factorization

K-Nearest Neighbors (kNN) is considered the standard method when it comes to both user-based and item-based collaborative filtering approaches

We'll go through the steps for generating a music recommender system using a k-nearest algorithm approach.

Importing required libraries
First, we'll import all the required libraries.

In [1]: import warnings
warnings.filterwarnings("ignore", category=FutureWarning)

In [2]: dmport pandas as pd
import numpy as np
import matplotlib.pyplot as plt
import seaborn as sns

In [3]: from scipy.sparse import csr_matrix
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Modsl and recommendations

So, we know that we want ta usa the model to predict songs. For that, we'll uss the Recommender class wrote nthe knn_recomnentdie file.

Tn [42]: wadel = Recammender(metrics'rasioe’, algarithes'hrute’, k=20, datasmat sangs Features, decade id sang=decade id sang)

T [43]: song = 'T helieus in mivacle

In [44]: new_recommendalions = model.make_rocommendaliondnes_songssong, n_rocommendallons=12)

T believe in miracles
clarling Ue recommendalion provess fur I belleve in miracles ...
. Dene

Tn [62]: print{MThe recommencations far [sang} are:™)

print(f"{nev_recommendations}”}
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Source code:-

using MovieRecommendationSystem.Infrastructure;
using MovieRecommendationSystem.Models;
using System;

using System.Collections.Generic;

using System.IO;

using System.Ling;

using System.Text;

using TinyCsvParser;

namespace MovieRecommendationSystem

{

class Program

{

static void Main(string[] args)

{
if (IFile.Exists("data/data-full.txt™))

{

Console.WriteLine("Could not find file \"data-full.txt\" in the relative directory \"data\". Please make
sure the required data is located in said directory.");

Console.ReadKey();
return;

by

var csvOptions = new CsvParserOptions(true, ',";

var csvMovieMapping = new CsvMovieMapping();

var csvMovieDescriptionMapping = new CsvMovieDescriptionMapping();
var movieParser = new CsvParser<Movie>(csvOptions, csvMovieMapping);

var descriptionParser = new CsvParser<MovieDescription>(csvOptions,
csvMovieDescriptionMapping);

Console.WriteLine("Reading movie data in from \"data/data-full.txt\"...");

var elapsed = TimeUtilities.MeasureDuration(() => movieParser.ReadFromFile(* data/data-full.txt",
Encoding.ASCII).ToList(), out var data);

var movies = data.Where(x => x.IsValid).Select(x => x.Result). ToL.ist();
/IConsole.WriteLine($"Data loaded in {elapsed.TotalSeconds} second(s).");

List<MovieDescription> descriptions = new List<MovieDescription>();
if (File.Exists(""data/movie_names.txt"))

{

Console.WriteLine("Reading optional movie description data in from \"data/movie_names.txt\"...");
elapsed = 23TimeUtiIities.MeasureDuration(() =>



descriptionParser.ReadFromFile("data/movie_names.txt", Encoding.ASCII).ToList(), out var
descriptionData);

descriptions.AddRange(descriptionData.Where(x => x.IsValid).Select(x => x.Result));
/IConsole.WriteLine($"Data loaded in {elapsed.TotalSeconds} second(s).");

¥

Console.WriteLine("Training the recommendation system...");

var recommendationSystem = new RecommendationSystem<Movie>(x => x.Movield, x => x.Userld,
X => X.Rating,

x => descriptions.FirstOrDefault(y => y.Movield == x)?.Title ?? x.ToString());
elapsed = TimeUtilities.MeasureDuration(() => recommendationSystem.LoadModel(movies));
//Console.WriteLine($"Recommendation system trained in {elapsed.TotalMinutes} minute(s).");

var continueLoop = true;
while (continueLoop)
{
Console.WriteLine("\nEnter a user 1D to predict a rating for:");
var userParseSuccess = int. TryParse(Console.ReadLine(), out var userld);
Console.WriteLine("Enter a movie ID to predict a rating for:");
var movieParseSuccess = int. TryParse(Console.ReadLine(), out var movield);

var rating = recommendationSystem.PredictUserRating(userld, movield);
Console.WriteLine($"User \"{userld}\" would most likely rate the movie " +

$"\"{descriptions.FirstOrDefault(x => x.Movield == movield)?.Title ?? movield.ToString()}\"
{Math.Round(rating, 2)} out of 5. "');

Console.WriteLine("Enter another? (Y/n)");
continueLoop = Console.ReadLine(). Trim().ToUpperInvariant() == "Y";
}
Console.WriteLine("Press any key to exit...");
Console.ReadKey();
}

k
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CHAPTER 6: LIMITATIONS AND FUTURE SCOPE OF THE PROJECT

One of the greatest problems of content-based recommender systems, is the vast size of the item set. Since we
need to find items in a set that correlate the most with the user's interests, we're obliged to examine all the
items. In any other case, we cannot eliminate the possibility that items we haven’t examined are not more
relevant than the ones we did. Moreover, in the case of content-based recommender systems we must examine
the content of every item in order to make a recommendation, whereas in collaborative filtering systems, we
only need to examine their ratings by the users. Therefore, the number of items rises very quickly, as is the
case in most e-commerce services, the performance of a content-based system decreases. As a result, when we
intend to use a recommender system for a web service with a vast number of either old or new items, the
solution of a content-based system would not be likely to meet our expectations in terms of performance.
However, the size of the item set as a whole is not the only problem of content-based systems. In addition,
every item has its own content that the algorithm must use. Although this usually is not a problem of time or
computer resources, since most item representations tend to be small compared with the number of items, how
this content is derived from the original item is one of the most important problems we encounter when
building a content-based system. In the previous chapter, we've analyzed how items are represented and the
different techniques. We also noted that unstructured data is not easy to handle, especially when it comes to
multimedia data. However, multimedia data are prevalent in today's Web 2.0, while a vast number of new
multimedia items are being added to the Web every day. While we still do not possess techniques that produce
satisfying results, the user's need for recommending multimedia items increases every day. Although several
attempts have been made to solve this problem and progress has been made, the problem still remains.
Therefore, the content analysis needed by content-based systems in order to make recommendations, is an
inherent problem that might discourage their use when we deal with multimedia items.

Although many of the content-based advantages derive from the fact that the recommendations for every single
user are independent to the user’s preferences, that might be the cause for one of its disadvantages. Content-
based systems emerged over a decade ago, when the Web was still young and not widely adopted. User
communities were more primitive, where the user's profile consisted of a few fields providing information like
his name and his age, whereas communications was restricted to text. However, nowadays, with the use of
social networks, the Web is more and more used in the context of a community, where user profiles are
extensive and constantly updated with information about them, while every user is connected with hundreds
of other users and communication between them is achieved using a variety of ways. Although content-based
systems allow us to make recommendations to users with unique interests, they fail to group users that have
the same interests. Therefore, the lack of a content-based recommendation system to create a group of users
that share common interests, might prove to be a great drawback. However, collaborative filtering systems
cannot create user groups either, because they do not know the common interests of the users, but only their
existence. Therefore, the hybrid model has again proven superior. By combining the item's content with the
user stereotypes, it allows us to create clusters of users that share interests, as a result making it possible to
create communities of users that share common interests. The result of this feature is not only to improve the
user’s experience of using our service, but also providing the accuracy of our recommender, since through
social interaction the user's provide information that might prove very useful to the recommender system. This
realization has created a new trend in recommender systems, where an item is recommended to a group rather
than to individuals, thus increasing the possibility that the results are accurate, at least for most of the users of
the community.

Recommendation Process Web 2.0 is a term describing the trend in the use of World Wide Web technology
that aims at promoting information sharing and collaboration among users. According to Tim O’Reilly8, the
term “Web 2.0” means putting the user in the center, designing software that critically depends on its users
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since the content, as in Flickr, Wikipedia, Del.icio.us, or YouTube, is contributed by thousands or millions of
users. That is why Web 2.0 is also called the “participative Web”. O'Reilly 9 also defined Web 2.0 as “the
design of systems that get better the more people use them”. One of the forms of User Generated Content
(UGC) that has drawn more attention from the research community is folksonomy, a taxonomy generated by
users who collaboratively annotate and categorize resources of interests with freely chosen keywords called
tags. Despite the considerable number of researches done in the context of recommender systems, the specific
problem of integrating tags into standard system algorithms, especially content-based ones, is less explored
than the problem of recommending tags (i.e. assisting users for annotation purposes). Folksonomies provide
new opportunities and challenges in the field of recommender systems (see Chapter 19). It should be
investigated whether they might be a valuable source of information about user interests and whether they
could be included in user profiles. Indeed, several difficulties of tagging systems have been identified, such as
polysemy and synonymy of tags, or the different expertise and purposes of tagging participants that may result
in tags at various levels of abstraction to describe a resource, or the chaotic proliferation of tags.
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CONCLUSION:

In this project we have implemented a music recommendation engine / system using simple
recommendations, content-based filtering. In addition, a movie recommendation engine has been developed
using different method prediction methods. This model is implemented in the python programming
language. We have observed that the RMSE(Root Mean Square Error) value of the proposed technique is
healthier than the current technology after implementing the system with the help of python programming
language.

REFERENCES :

e  https://scholar.google.com/scholar?q=Choi%2C%20S.-M.%2C%20Han%2C%20Y .-
S.%3A%20A%20content%20recommendation%20system%20based%200n%20category%20correlations.%20In%3A%2
0The%20Fifth%20International%20Multi-
Conference%200n%20Computing%20in%20the%20Global%20Information%20Technology%2C%20pp.%201257%E2
9%80%931260%20%282010%29

e https://scholar.google.com/scholar?q=Popescul%2C%20A.%2C%20Ungar%2C%20L .H.%2C%20Pennock%2C%20D.M
2%2C%20Lawrence%2C%20S.%3A%20Probabilistic%20models%20for%20unified%20collaborative%20and%20conten t-
based%20recommendation%20in%20sparse-
data%20environments.%201n%3A%20Proceedings%200f%20the%2017th%20Conference%20in%20Uncertainty%20in
%20Artificial%20Intelligence%2C%20pp.%20437%E2%80%93444%20%282001%29

e https://scholar.google.com/scholar_lookup?title=Sparsity%20reduction%20in%20collaborative%20recommendation%3A
%20A%?20case-
based%?20approach&author=D.C..%20Wilson&author=B..%20Smyth&author=D..%200%E2%80%99Sullivan&journal=
IJPRAI&vVolume=17&issue=5&pages=863-884&publication_year=2003

28


https://scholar.google.com/scholar?q=Choi%2C%20S.-M.%2C%20Han%2C%20Y.-S.%3A%20A%20content%20recommendation%20system%20based%20on%20category%20correlations.%20In%3A%20The%20Fifth%20International%20Multi-Conference%20on%20Computing%20in%20the%20Global%20Information%20Technology%2C%20pp.%201257%E2%80%931260%20%282010%29
https://scholar.google.com/scholar?q=Choi%2C%20S.-M.%2C%20Han%2C%20Y.-S.%3A%20A%20content%20recommendation%20system%20based%20on%20category%20correlations.%20In%3A%20The%20Fifth%20International%20Multi-Conference%20on%20Computing%20in%20the%20Global%20Information%20Technology%2C%20pp.%201257%E2%80%931260%20%282010%29
https://scholar.google.com/scholar?q=Choi%2C%20S.-M.%2C%20Han%2C%20Y.-S.%3A%20A%20content%20recommendation%20system%20based%20on%20category%20correlations.%20In%3A%20The%20Fifth%20International%20Multi-Conference%20on%20Computing%20in%20the%20Global%20Information%20Technology%2C%20pp.%201257%E2%80%931260%20%282010%29
https://scholar.google.com/scholar?q=Choi%2C%20S.-M.%2C%20Han%2C%20Y.-S.%3A%20A%20content%20recommendation%20system%20based%20on%20category%20correlations.%20In%3A%20The%20Fifth%20International%20Multi-Conference%20on%20Computing%20in%20the%20Global%20Information%20Technology%2C%20pp.%201257%E2%80%931260%20%282010%29
https://scholar.google.com/scholar?q=Choi%2C%20S.-M.%2C%20Han%2C%20Y.-S.%3A%20A%20content%20recommendation%20system%20based%20on%20category%20correlations.%20In%3A%20The%20Fifth%20International%20Multi-Conference%20on%20Computing%20in%20the%20Global%20Information%20Technology%2C%20pp.%201257%E2%80%931260%20%282010%29
https://scholar.google.com/scholar?q=Choi%2C%20S.-M.%2C%20Han%2C%20Y.-S.%3A%20A%20content%20recommendation%20system%20based%20on%20category%20correlations.%20In%3A%20The%20Fifth%20International%20Multi-Conference%20on%20Computing%20in%20the%20Global%20Information%20Technology%2C%20pp.%201257%E2%80%931260%20%282010%29
https://scholar.google.com/scholar?q=Choi%2C%20S.-M.%2C%20Han%2C%20Y.-S.%3A%20A%20content%20recommendation%20system%20based%20on%20category%20correlations.%20In%3A%20The%20Fifth%20International%20Multi-Conference%20on%20Computing%20in%20the%20Global%20Information%20Technology%2C%20pp.%201257%E2%80%931260%20%282010%29
https://scholar.google.com/scholar?q=Choi%2C%20S.-M.%2C%20Han%2C%20Y.-S.%3A%20A%20content%20recommendation%20system%20based%20on%20category%20correlations.%20In%3A%20The%20Fifth%20International%20Multi-Conference%20on%20Computing%20in%20the%20Global%20Information%20Technology%2C%20pp.%201257%E2%80%931260%20%282010%29
https://scholar.google.com/scholar?q=Popescul%2C%20A.%2C%20Ungar%2C%20L.H.%2C%20Pennock%2C%20D.M.%2C%20Lawrence%2C%20S.%3A%20Probabilistic%20models%20for%20unified%20collaborative%20and%20content-based%20recommendation%20in%20sparse-data%20environments.%20In%3A%20Proceedings%20of%20the%2017th%20Conference%20in%20Uncertainty%20in%20Artificial%20Intelligence%2C%20pp.%20437%E2%80%93444%20%282001%29
https://scholar.google.com/scholar?q=Popescul%2C%20A.%2C%20Ungar%2C%20L.H.%2C%20Pennock%2C%20D.M.%2C%20Lawrence%2C%20S.%3A%20Probabilistic%20models%20for%20unified%20collaborative%20and%20content-based%20recommendation%20in%20sparse-data%20environments.%20In%3A%20Proceedings%20of%20the%2017th%20Conference%20in%20Uncertainty%20in%20Artificial%20Intelligence%2C%20pp.%20437%E2%80%93444%20%282001%29
https://scholar.google.com/scholar?q=Popescul%2C%20A.%2C%20Ungar%2C%20L.H.%2C%20Pennock%2C%20D.M.%2C%20Lawrence%2C%20S.%3A%20Probabilistic%20models%20for%20unified%20collaborative%20and%20content-based%20recommendation%20in%20sparse-data%20environments.%20In%3A%20Proceedings%20of%20the%2017th%20Conference%20in%20Uncertainty%20in%20Artificial%20Intelligence%2C%20pp.%20437%E2%80%93444%20%282001%29
https://scholar.google.com/scholar?q=Popescul%2C%20A.%2C%20Ungar%2C%20L.H.%2C%20Pennock%2C%20D.M.%2C%20Lawrence%2C%20S.%3A%20Probabilistic%20models%20for%20unified%20collaborative%20and%20content-based%20recommendation%20in%20sparse-data%20environments.%20In%3A%20Proceedings%20of%20the%2017th%20Conference%20in%20Uncertainty%20in%20Artificial%20Intelligence%2C%20pp.%20437%E2%80%93444%20%282001%29
https://scholar.google.com/scholar?q=Popescul%2C%20A.%2C%20Ungar%2C%20L.H.%2C%20Pennock%2C%20D.M.%2C%20Lawrence%2C%20S.%3A%20Probabilistic%20models%20for%20unified%20collaborative%20and%20content-based%20recommendation%20in%20sparse-data%20environments.%20In%3A%20Proceedings%20of%20the%2017th%20Conference%20in%20Uncertainty%20in%20Artificial%20Intelligence%2C%20pp.%20437%E2%80%93444%20%282001%29
https://scholar.google.com/scholar?q=Popescul%2C%20A.%2C%20Ungar%2C%20L.H.%2C%20Pennock%2C%20D.M.%2C%20Lawrence%2C%20S.%3A%20Probabilistic%20models%20for%20unified%20collaborative%20and%20content-based%20recommendation%20in%20sparse-data%20environments.%20In%3A%20Proceedings%20of%20the%2017th%20Conference%20in%20Uncertainty%20in%20Artificial%20Intelligence%2C%20pp.%20437%E2%80%93444%20%282001%29
https://scholar.google.com/scholar_lookup?title=Sparsity%20reduction%20in%20collaborative%20recommendation%3A%20A%20case-based%20approach&author=D.C..%20Wilson&author=B..%20Smyth&author=D..%20O%E2%80%99Sullivan&journal=IJPRAI&volume=17&issue=5&pages=863-884&publication_year=2003
https://scholar.google.com/scholar_lookup?title=Sparsity%20reduction%20in%20collaborative%20recommendation%3A%20A%20case-based%20approach&author=D.C..%20Wilson&author=B..%20Smyth&author=D..%20O%E2%80%99Sullivan&journal=IJPRAI&volume=17&issue=5&pages=863-884&publication_year=2003
https://scholar.google.com/scholar_lookup?title=Sparsity%20reduction%20in%20collaborative%20recommendation%3A%20A%20case-based%20approach&author=D.C..%20Wilson&author=B..%20Smyth&author=D..%20O%E2%80%99Sullivan&journal=IJPRAI&volume=17&issue=5&pages=863-884&publication_year=2003
https://scholar.google.com/scholar_lookup?title=Sparsity%20reduction%20in%20collaborative%20recommendation%3A%20A%20case-based%20approach&author=D.C..%20Wilson&author=B..%20Smyth&author=D..%20O%E2%80%99Sullivan&journal=IJPRAI&volume=17&issue=5&pages=863-884&publication_year=2003

