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Abstract 

Deepfake is the combination of fake images and videos and deep learning technology. Deepfake 

has been derived from deep learning. The neoteric advancement in the field of Artificial 

Intelligence and Machine Learning allows the immoral practice of the generation of forged images 

and videos. Nowadays it is very easy to create photo-realistic images by using generative 

adversarial networks. These forges images and videos are roaming on the internet and social media. 

It is very difficult to find which of them is real or fake. Most of the time these images are created 

with the purpose to create a social disturbance, political disturbance, or conveying false 

information to the public. These images will look real so people will get easily conveyed by them. 

According to recent surveys, it has been found that deepfake is increasingly affecting individuals, 

society communities, organizations, security, religion, and democracy. The quality of these videos 

and images is remarkable and their reach is enormous on social media. Its repercussions are 

devastating beyond one’s imagination. This paper lists a comprehensive overview of the various 

deep-fake techniques. Therefore, the purpose of this paper is to detect these fake images using a 

conventional neural network. This paper aims to solve this problem in that we train a model for 

some datasets and create deep-fakes and that model tries to detect the deep fake. In the training 

procedure, it needs an original and fake image to train the model. 
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1. Introduction 

DeepFake is a type of artificial intelligence which is used to produce convincing pictures, audio, 

and video forgeries. The main methods used to construct DeepFakes are based on deep learning 

and correlate training Generative Neural Networks (GANs) [1] architectures. Generative 

Adversarial Networks (GAN) are deep learning techniques for training generative models, which 

are most commonly used for the generation of synthetic images. The GAN model architecture 

involves two sub-models: a generator model for generating new examples and a discriminator 

model for classifying whether the generated examples are real or fake. The growth of GAN lead 

to the development of a series of applications and sophisticated techniques, such as face swapping, 

face manipulation, and face synthesis, resulting in a rapidly increasing number of fake videos with 

accurate quality and more complexity. The results of the DeepFake generation have become 

increasingly realistic in recent years, making it harder to isolate the real from the fake for the 

normal eyes. Multimedia content that has been tampered with is increasingly being utilized in a 

variety of cybercrime operations (also mentioned in Ferreira et al. research [2]). Fake news, 

disinformation, digital kidnapping, and ransomware-related crimes are only a few 

of the most common crimes perpetrated and disseminated using altered digital pictures and videos. 

1.1 REQUIREMENT OF DEEPFAKE IN PICTURE 

DeepFake detection solutions usually use multimodal detection approaches to evalu- ate whether 

target material has been altered or created synthetically. Existing detection approaches often focus 

on developing AI-based algorithms in algorithmic detection meth- ods such as Vision Transformer 

, two-stream neural network [5], MesoNet (which is proposed by Afchar et al.), etc. However, less 

attention is paid to manual image process- ing to focus on highlighting the important regions of an 

image. This often results in the model having to process all of the videos, making the model 

heavier. In order to improve the DeepFake detection approach, we used both a manual processing 

and an AI-based algorithm in this research. The most important information, regions, and features 

will be carefully focused and processed before being put into deep neural networks. Concentrating 

on the most relevant elements to learn not only reduces the needless learning burden on these 

networks, but also improves the overall model’s accuracy. 
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The major concept of our article will be to take advantage of few most popular classification 

models to identify fake videos and show how to transform the DeepFake detection into a simpler 

classification problem. As the existing classification models are designed for high accuracy, the 

reasonable selection of these models will also increase the ability to solve the problem of DeepFake 

detection. We also propose processing methods to convert the input sequences of DeepFake 

detection into the inputs of a basic classification model with two classes (class “1” for real video 

and class “0” for fake video). Our proposal also accommodates the processing steps to avoid losing 

essential features and supports synthesizing afterwards. 

Face Forgery Generation 

Face forgery generation is one of the fields of image synthesis. The objective is to create new faces 

using generative adversarial networks (GANs) [1]. The most popular approach is StyleGAN [7], 

which makes it possible to control the image synthesis via scale-specific modifications to the 

styles. Even with the growth of StyleGAN2 [8], which is based on data-driven unconditional 

generative image modeling, non-existent lifelike faces can be made with near-real sophistication 

and are often indistinguishable fake people who don’t actually exist in real life. An application to 

create non-existent lifelike face of peoples using StyleGAN2 is mentioned in this tool [9]. The 

algorithms underpinning the AI are trained on publicly available pictures before being asked to 

generate fresh variants that satisfy the requisite level of realism. In addition, many synthetic 

programs [10] are available as open source and may be used by anyone. 

 

Face swapping is the most common type of face modification currently. The DeepFake face swap 

method is built on two Auto-encoders, where one common encoder is used in training and 

rebuilding sources and another one to target face training pictures, respectively. The aim of face 

swapping is to generate a new fake image or video of a person after swapping its face. Presently, 

a variety of approaches have been proposed. Some prominent methods can be mentioned such as 

RSGAN, FSGAN, DCGAN, PGGAN, FSNet, High Fidelity Identity Swapping, and StarGAN v2 

[18]. A lot of datasets were created based on face swaps, of which the standout is the DeepFake 

Detection Challenge (DFDC) dataset. In addition, face manipulation was also used in face forgery 

generation such as MulGAN, MaskGAN, PuppetGAN, and HistoGAN. 
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1.2 DISADVANTAGE OF THE CURRENT SYSTEM 

Rather than benefiting anyone, this AI-based technology has disadvantages affecting different 

groups of our society. Apart from creating fake news and propaganda, deepfake is majorly used 

for revenge porn to defame notable celebrities. As soon as fake videos go viral people believe 

initially, and keep sharing with others makes the targeted person become embarrassed watching 

such unusual acts. Until and unless an official statement of the targeted personality not comes, 

many people start believing making their life difficult, especially when they are criticized by their 

fans. 
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1.3 MERITS OF PROPOSED SYSTEM 

In this section, we describe the architecture for DeepFake detection based on the classifier network 

with manual attention target-specific regions to create distillation set, which not only can improve 

the accuracy of classification using neural networks, but also allows the use of a lighter backbone. 

We introduce some steps in image processing to manually create a set of important data which is 

called manually distillation set in this paper and focus on special regions in Section 3.1. In addition, 

we also provide a model structure that we have used as a normal image classification model, which 

can generate features for each domain, to facilitate synthesis in the next step. In Section 3.3, we 

discuss on how to merge several frames and multi-regions in images before deciding on the final 

result. 

I. Image Pre-processing 

The objective of this section is to pre-process the picture before it is fed into the next stages. This 

part is critical because it influences the quality of the entire process moving ahead. It also 

improves the quality of the entire process through data processing. Image pre-processing are the 

steps taken to format images before they are used by model training and inference. This includes, 

but is not limited to, resizing, orienting, and color corrections.   

Image augmentation are manipulations applied to images to create different versions of similar 

content in order to expose the model to a wider array of training examples. For example, 

randomly altering rotation, brightness, or scale of an input image requires that a model consider 

what an image subject looks like in a variety of situations. 

Image augmentation manipulations are forms of image pre-processing, but there is a critical 

difference: while image pre-processing steps are applied to training and test sets, image 

augmentation is only applied to the training data. Thus, a transformation that could be an 

augmentation in some situations may best be a pre-processing step in others. 

Consider altering image contrast. A given dataset could contain images that are generally low 

contrast. If the model will be used in production on only low contrast in all situations, requiring 
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that every image undergo a constant amount of contrast adjustment may improve model 

performance. This pre-processing step would be applied to images in training and in testing. 

However, if the collected training data is not representative of the levels of contrast the model 

may see in production, there is less certainty that a constant contrast adjustment is appropriate. 

Instead, randomly altering image contrast during training may generalize better. This would be 

augmentation.  

 

II. Introduction to deep learning 

Artificial Intelligence has been witnessing a monumental growth in bridging the gap between the 

capabilities of humans and machines. Researchers and enthusiasts alike, work on numerous aspects 

of the field to make amazing things happen. One of many such areas is the domain of Computer 

Vision. 

The agenda for this field is to enable machines to view the world as humans do, perceive it in a 

similar manner and even use the knowledge for a multitude of tasks such as Image & Video 

recognition, Image Analysis & Classification, Media Recreation, Recommendation Systems, 

Natural Language Processing, etc. The advancements in Computer Vision with Deep Learning has 

been constructed and perfected with time, primarily over one particular algorithm  Convolutional 

Neural Network. 

A Convolutional Neural Network (ConvNet/CNN) is a Deep Learning algorithm which can take 

in an input image, assign importance (learnable weights and biases) to various aspects/objects in 

the image and be able to differentiate one from the other. The pre-processing required in a ConvNet 

is much lower as compared to other classification algorithms. While in primitive methods filters are 

hand-engineered, with enough training, ConvNets have the ability to learn these 

filters/characteristics. 

The architecture of a ConvNet is analogous to that of the connectivity pattern of Neurons in the 

Human Brain and was inspired by the organization of the Visual Cortex. Individual neurons respond 
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to stimuli only in a restricted region of the visual field known as the Receptive Field. A collection 

of such fields overlap to cover the entire visual area. 

At its simplest, deep learning can be thought of as a way to automate predictive analytics. While 

traditional machine learning algorithms are linear, deep learning algorithms are stacked in a 

hierarchy of increasing complexity and abstraction. To understand deep learning, imagine a toddler 

whose first word is dog. The toddler learns what a dog is -- and is not -- by pointing to objects and 

saying the word dog. The parent says, "Yes, that is a dog," or, "No, that is not a dog." As the 

toddler continues to point to objects, he becomes more aware of the features that all dogs possess. 

What the toddler does, without knowing it, is clarify a complex abstraction -- the concept of dog -

- by building a hierarchy in which each level of abstraction is created with knowledge that was 

gained from the preceding layer of the hierarchy. Deep learning is the branch of machine learning 

that is part of a neural network with three or more layers. These neural networks work like a human 

brain. They learn from a large amount of data. Using deep learning and artificial intelligence, 

engineers have created many applications and services that are used to enhance automation and 

perform analytical and physical tasks without human intervention. Today, deep learning 

technology drives daily profits and services (such as smart assistants, voice-activated TV, and 

remote controls. 
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Figure 1:  Deepfake impact on person image[5] 

 

 

III. Deep learning versus machine learning. 

Machine learning algorithms have a certain leverage effect. This means that these algorithms need 

labeled data to make a prediction. It just means that it undergoes pre-processing to organize it into 

structured data. 

 

IV. What is machine learning? 

Machine learning is the general term for when computers learn from data. It describes the 

intersect of computer science and statistics where algorithms are used to perform a specific task 

without being explicitly programmed; instead, they recognize patterns in the data and make 

predictions once new data arrives. 

In general, the learning process of these algorithms can either be supervised or unsupervised, 

depending on the data being used to feed the algorithms. If you want to dive in a little bit deeper 

into the differences between supervised and unsupervised learning have a read 

through this article. 
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A traditional machine learning algorithm can be something as simple as linear regression. For 

instance, imagine you want to predict your income given your years of higher education. In a 

first step, you have to define a function, e.g. income = y + x * years of education. Then, give 

your algorithm a set of training data. This could be a simple table with data on some people’s 

years of higher education and their associated income. Next, let your algorithm draw the line, 

e.g. through an ordinary least squares (OLS) regression. Now, you can give the algorithm some 

test data, e.g. your personal years of higher education, and let it predict your income. 

While this example sounds simple it does count as machine learning – and yes, the driving force 

behind machine learning is ordinary statistics. The algorithm learned to make a prediction 

without being explicitly programmed, only based on patterns and inference. 

So much about machine learning in general – to summarize: 

 Machine learning is at the intersection of computer science and statistics through which 

computers receive the ability to learn without being explicitly programmed. 

 There are two broad categories of machine learning problems: supervised and 

unsupervised learning. 

 A machine learning algorithm can be something as simple as an OLS regression. 

Let's now examine how the term deep learning relates to all of this. 

 

V. What is a deep fake?  

The 21st century is the age of fake videos and images and this technology and has generated a lot 

of propaganda in recent years. Deep fake is like a weapon that can be used for both good and bad 

reasons. The Deep Fake is the combination of artificial intelligence and deep learning used to 

create faked images and videos. Fake content in the form of images, videos and audio is created 

using artificial intelligence and deep learning by feeding data to the computer and creating new 

images or videos. Convolutional neural network.  

A convolutional neuron is mainly used to recognize an image and to process images specially 

designed to process pixel data. CNN consists of several convolutional neural networks. 
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Deepfakes are so-named because they create a fake video using deep learning technology, a 

branch of machine learning that applies neural net simulation to massive data sets. Artificial 

intelligence effectively learns what a source face looks like at different angles in order to 

transpose the face onto a target, usually an actor, as if it were a mask. Huge advances came 

through the application of generative adversarial networks (GANS) to pit two AI algorithms 

against each other, one creating the fakes and the other grading its efforts, teaching the synthesis 

engine to make better forgeries. 

 

 

 

Figure 2:  Image Manipulation on  Deepfake 
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VI. How does CNN work?  

Convolutional neural networks are made up of several layers of artificial neural neutrons and 

arrival neutrons. A rough indication of this biological counterpart, a mathematical function 

calculates the weighted sum of the multiple inputs and generates a trigger value. 

Tools and Technology used:  

System requirements :  

● Ram : 4gb  

● Solid State drive: 128gb 

● Operating System: Windows/Mac/Linux 

Tools: 

● Image Dataset from Kaggle. 

Language: 

● Python  

Algorithm:  

● Convolutional Neural Network. 

 

 

 



 20  

 



 21  

2.Literature Survey 

This section aims to debate and analyse varied techniques that are used for sleuthing deepfake. 

varied tries are created to sight deepfakes that use deep learning at their core. These approaches 

work either on sleuthing faults in video or in separate frames of the video. varied different 

approaches have used CNN in conjunction with different learning models like perennial Neural 

Network (RNN), Long immediate memory Networks (LSTM) and Capsule Network to any 

improve the accuracy by sleuthing temporal discrepancies and have shown smart results on dataset 

containing videos generated by Face Swap and deepfake. 

 

A convolutional neural network (CNN) is that the most ordinarily used deep neural network 

model. CNN, like neural networks, has Associate in Nursing input and output layer, also joined or 

additional hidden layers. In CNN, the hidden layers 1st scans the inputs from the primary layer 

and so apply a convolution calculation on the input values.  

 

Recurrent Neural Network (RNN) is another application of artificial neural network that is 

capable to find out options from sequence information. almost like neural networks, RNN is 

formed of many invisible layers, every of that contains a weight and a bias.  

 

LSTM could be a variety of artificial continual neural network (RNN) that handles long-run 

dependencies. LSMT contains feedback connections to find out the whole sequence of knowledge. 

LSTM has been applied to several fields that supported statistic information like classifying, 

process and creating predictions. Although varied enhancements are created, additional powerful 

models are required to sight deepfakes of lower quality and maintaining wide accuracy remains a 

challenge with perpetually up ways in deepfake creation. 

 

DEEPFAKE CREATION 

Deepfakes have become popular due to the quality of tampered videos and also the easy-to-use 

ability of their applications to a wide range of users with various computer skills from professional 

to novice. These applications are mostly developed based on deep learning techniques. Deep 

learning is well known for its capability of representing complex and high-dimensional data. One 
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variant of the deep networks with that capability is deep autoencoders, which have been widely 

applied for dimensionality reduction and image compression. The first attempt of deepfake 

creation was FakeApp, developed by a Reddit user using autoencoder-decoder pairing structure. 

In that method, the autoencoder extracts latent features of face images and the decoder is used to 

reconstruct the face images. To swap faces between source images and target images, there is a 

need of two encoder- decoder pairs where each pair is used to train on an image set, and the 

encoder’s parameters are shared between two network pairs. In other words, two pairs have the 

same encoder network. This strategy enables the common encoder to find and learn the similarity 

between two sets of face images, which are relatively unchallenging because faces normally have 

similar features such as eyes, nose, mouth positions. Fig. 2 shows a deepfake creation process 

where the feature set of face A is connected with the decoder B to reconstruct face B from the 

original face A. This approach is applied in several works such as DeepFaceLab, DFaker, 

DeepFake tf (tensorflow- based deepfakes). By adding adversarial loss and perceptual loss 

implemented in VGGFace to the encoder-decoder architecture, an improved version of deepfakes 

based on the generative adver- sarial network (GAN), i.e. faceswap-GAN, was proposed in. The 

VGGFace perceptual loss is added to make eye movements to be more realistic and consistent with 

input faces and help to smooth out artifacts in segmentation mask, leading to higher quality output 

videos. This model facilitates the creation of outputs with 64x64, 128x128, and 256x256 

resolutions. In addition, the multi-task convolutional neural network (CNN) from the Face-Net 

implementation is introduced to make face detection more stable and face alignment more reliable. 

The Cycle GAN is utilized for generative network implementation. Popular deepfake tools and 

their features are summarized in table.[1] Nowadays, deepfake become very popular because of 

the quality of tempered photos and videos .There are many applications in market which make 

deep fake so easier. These applications are mostly based on deep learning technology[1]. The first 

attempt of deepfake creation was Fake App, developed by a Reddit user using an autoencoder-

decoder pairing structure .In this method encoder is used to extract the features of image and 

decoder is used to construct the image. To exchange face between source image and target image 

we need two pair of encoder and decoder where each pair is used to train on image. 

 

FACE AUGMENTATION 
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The overfitting problem is always considered carefully in DFDC datasets. When a the overfitting 

problem is always considered carefully in DFDC datasets. When a model learns the information 

and noise in the training data to the point then it degrades model learns the information and noise 

in the training data to the point then it degrades the model’s performance on new data, this is 

known as overfitting. This means that the model’s performance on new data, this is known as 

overfitting. This means that the model learns too well with the training data for the DFDC dataset, 

but the outcomes with model learns too well with the training data for the DFDC dataset, but the 

outcomes with the test data are not as good as expected. One method for resolving this issue is to 

use the test data are not as good as expected. One method for resolving this issue is to use 

augmentation. In terms of increasing this quality, previous research has also found augmentation. 

In terms of increasing this quality, previous research has also found that data augmentation can 

help to mitigate this negative effect. This is a crucial ap- that data augmentation can help to mitigate 

this negative effect. This is a crucial approach for generating more usable data and improving the 

model’s quality during training approach for generating more usable data and improving the 

model’s quality during training - the methods of augmentation used in this proposal are mostly 

focused on information. 

The methods of augmentation used in this proposal are mostly focused on infor- dropping, 

illustrated in Figure 2. It mainly focuses on the meaningful regions of mation dropping, illustrated 

in Figure 2. It mainly focuses on the meaningful the face to distinguish the real from the fake, such 

as the eyes, nose and mouth. These regions of the face to distinguish the real from the fake, such 

as the eyes, nose and mouth. Appl. Sci. 2021, 11, x FOR PEER REVIEW 5 of 15 important regions 

are illustrated in Figure 3. Important regions are dropped randomly to These important regions are 

illustrated in Figure 3. Important regions are dropped increase data diversity.  
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Figure 3: Face Augmentation. 

 

DEEPFAKE DETECTION 

Deepfake detection is a relatively young research space, which started in early 2018. There are 

two types of techniques.  

● Bio-logical signals[1] 

Several works have observed unusual behaviours in deepfake videos, such as no blinking, 

facial abnormalities and movement abnormalities. These methods suffer from the potential 

for immediate improvements in video generation techniques, such as adding flicker.  

● Pixel-level irregularities. [1] 

There is a greater body of research that extracts faces and uses various forms of deep 

learning to address inconsistencies between images and images. While many of these 

methods work well with specific types of manipulations, they fail to generalize to multiple 

and unknown types of deepfakes, which is essential for open-world detection. None of the 

deepfake detection techniques have so far been developed to become a real tool for real-

world detection. Also, to our knowledge, no studies have been done on how to design such 

a tool for effective use by  journalists. 

 

Deepfake detection is normally deemed a binary classification problem where classifiers are used 

to classify between authentic videos and tampered ones. This kind of methods requires a large 

database of real and fake videos to train classification models. The number of fake videos is 

increasingly available, but it is still limited in terms of setting a benchmark for validating various 

detection methods.[1] 
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Figure 4:  Flow chart of deepfake of images using convolutional neural network 

 

 

 

 

 

Figure 5: Pictorial representation of model [4] 

 

Fake Image Detection  
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Face swapping has a number of compelling applications in video compositing, transfiguration in 

portraits, and especially in identity protection as it can replace faces in photographs by ones from 

a collection of stock images. However, it is also one of the techniques that cyber attackers employ 

to penetrate identification or authentication systems to gain illegitimate access. The use of deep 

learning such as CNN and GAN has made swapped face images more challenging for forensics 

models as it can preserve pose, facial expression and lighting of the photographs  Zhang et al.used 

the bag of words method to extract a set of compact features and fed it into various classifiers such 

as SVM , random forest (RF) and multi-layer perceptrons (MLP) for discriminating swapped face 

images from the genuine. Among deep learning- generated images, those synthesised by GAN 

models are probably most difficult to detect as they are realistic and high- quality based on GAN’s 

capability to learn distribution of the complex input data and generate new outputs with similar 

input distribution.  

Most works on detection of GAN generated images however do not consider the generalization 

capability of the detection models although the development of GAN is ongoing, and many new 

extensions of GAN are frequently introduced. Xuan et al. used an image pre-processing step, e.g. 

Gaussian blur and Gaussian noise, to remove low level high frequency clues of GAN images. This 

increases the pixel level statistical similarity between real images and fake images and requires the 

forensic classifier to learn more intrinsic and meaningful features, which has better generalization 

capability than previous image forensics methods or image steganalysis networks. 

On the other hand, Agarwal and Varshney cast the GAN-based deepfake detection as a hypothesis 

testing problem where a statistical framework was introduced using the information-theoretic 

study of authentication. The mini- mum distance between distributions of legitimate images and 

images generated by a particular GAN is defined, namely the oracle error. The analytic results 

show that this distance  

increases when the GAN is less accurate, and in this case, it is easier to detect deepfakes. In case 

of high-resolution image inputs, an extremely accurate GAN is required to generate fake images 

that are hard to detect.  
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Recently, Hsu et al. introduced a two-phase deep learning method for detection of deepfake 

images. The first phase is a feature extractor based on the common fake feature network (CFFN) 

where the Siamese network architecture presented in is used. The CFFN encompasses several 

dense units with each unit including different numbers of dense blocks to improve the 

representative capability for the fake images. The number of dense units is three or five depending 

on the validation data being face or general images, and the number of channels in each unit is 

varied up to a few hundreds. Discriminative features between the fake and real images, i.e. pairwise 

information, are extracted through CFFN learning process. These features are then fed into the 

second phase, which is a small CNN concatenated to the last convolutional layer of CFFN to 

distinguish deceptive images from genuine. The proposed method is validated for both fake face 

and fake general image detection. On the one hand, the face data set is obtained from CelebA, 

containing 10,177 identities and 202,599 aligned face images of various poses and background 

clutter. Five GAN variants are used to generate fake images with size of 64x64, including deep 

convolutional GAN (DC- GAN), Wasserstein GAN (WGAN), WGAN with gradient penalty 

(WGAN-GP), least squares GAN, and progressive growth of GAN (PGGAN). A total of 385,198 

training images and 10,000 test images of both real and fake ones are obtained for validating the 

proposed method. On the other hand, the general data set is extracted from the ILSVRC12. The 

large-scale GAN training model for high fidelity natural image synthesis (BIGGAN), self-attention 

GAN and spectral normalization GAN are used to generate fake images with size of 128x128. The 

training set consists of 600,000 fake and real images whilst the test set includes 10,000 images of 

both types. Experimental results show the superior performance of the proposed method against 

its competing methods such as those introduced in.  

 

Fake Video Detection  

Most image detection methods cannot be used for videos because of the strong degradation of the 

frame data after video compression. Furthermore, videos have temporal characteristics that are 

varied among sets of frames and thus challenging for methods designed to detect only still fake 

images. This subsection focuses on deepfake video detection methods and categorizes them into 



 28  

two groups: methods that employ temporal features and those that explore visual artifacts within 

frames.  

1) Temporal Features across Video Frames: Based on the observation that temporal coherence is 

not enforced effectively in the synthesis process of deepfakes, Sabir et al. leveraged the use of 

spatio-temporal features of video streams to detect deepfakes. Video manipulation is carried out 

on a frame-by-frame basis so that low level artifacts produced by face manipulations are believed 

to further manifest themselves as temporal artifacts with inconsistencies across frames. A recurrent 

convolutional model (RCN) was proposed based on the integration of the convolutional network 

DenseNet and the gated recurrent unit cells to exploit temporal discrepancies across frames (see 

Fig. 4). The proposed method is tested on the FaceForensics++ data set, which includes 1,000 

videos, and shows promising results.  
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Functionality/Working of project 

  

1. Mounting Google drive 

 

 

 

2. Importing all the necessary libraries.  

 

 

3. Setting Image height and width and creating a classifier class 

 

 

4. Creating a mesonet class. 
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5. Preparing image data. 
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6. Training our data. 

 

 

 

 

   8. Prediction on complete data.
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9. Plotting real images. 

 

 

 

 

10. Plotting misclassified real images 
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11. Plotting fake images.

 

12. Plotting misclassified fake images.

 

 

 

 

 

 



 34  

Result and Discussion 

It is not very easy to find deep fake videos where manipulation is present in a small portion of the 

video. ie in a few frames.to tackle this issue we need to train, test and validate every image or 

every frame of video. We believe that our program has a powerful architecture to spot the fake 

images and video using tools and described in our paper.we have shown how our system can 

achieve results.In future work we have planned to study how to increase the robustness of our 

model against manipulated images and forged videos. 

Deepfakes have begun to erode trust of people in media contents as seeing them is no longer 

commensurate with believing in them. They could cause distress and negative effects to those 

targeted, heighten disinformation and hate speech, and even could stimulate political tension, 

inflame the public, violence or war. This is especially critical nowadays as the technologies for 

creating deepfakes are increasingly approachable and social media platforms can spread those fake 

contents quickly. Sometimes deepfakes do not need to be spread to massive audience to cause 

detrimental effects. People who create deepfakes with malicious purpose only need to de- liver 

them to target audiences as part of their sabotage strategy without using social media. For example, 

this approach can be utilized by intelligence services trying to influence decisions made by 

important people such as politicians, leading to national and international security threats. 

Catching the deepfake alarming problem, research community has focused on developing 

deepfake detection algorithms and numerous results have been reported. This paper has reviewed 

the state- of-the-art methods and a summary of typical approaches is provided in Table II. It is 

noticeable that a battle between those who use advanced machine learning to create deepfakes with 

those who make effort to detect deepfakes is growing.  
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CONCLUSION AND FUTURE SCOPE 

CONCLUSION 

Deepfakes’ quality has been increasing and the performance of detection methods needs to be 

improved accordingly. The inspiration is that what AI has broken can be fixed by AI as well. 

Detection methods are still in their early stage and various methods have been proposed and 

evaluated but using fragmented data sets. An approach to improve performance of detection 

methods is to create a growing updated benchmark data set of deepfakes to validate the ongoing 

development of detection methods. This will facilitate the training process of detection models, 

especially those based on deep learning, which requires a large training set.  

On the other hand, current detection methods mostly focus on drawbacks of the deepfake 

generation pipelines, i.e. finding weakness of the competitors to attack them. This kind of 

information and knowledge is not always available in adver- sarial environments where attackers 

commonly attempt not to  

reveal such deepfake creation technologies. Recent works on adversarial perturbation attacks to 

fool DNN-based detectors make the deepfake detection task more difficult. These are real 

challenges for detection method development and a future research needs to focus on introducing 

more robust, scalable and generalizable methods.  

Another research direction is to integrate detection methods into distribution platforms such as 

social media to increase its effectiveness in dealing with the widespread impact of deep- fakes. 

The screening or filtering mechanism using effective detection methods can be implemented on 

these platforms to ease the deepfakes detection. Legal requirements can be made for tech 

companies who own these platforms to remove deepfakes quickly to reduce its impacts. In 

addition, watermarking tools can also be integrated into devices that people use to make digital 

contents to create immutable metadata for storing originality details such as time and location of 

multimedia contents as well as their untampered attachment. This integration is difficult to 

implement but a solution for this could be the use of the disruptive blockchain technology. The 

blockchain has been used effectively in many areas and there are very few studies so far addressing 
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the deepfake detection problems based on this technology. As it can create a chain of unique 

unchangeable blocks of metadata, it is a great tool for digital provenance solution. The integration 

of blockchain technologies to this problem has demonstrated certain results but this research 

direction is far from mature. 

FUTURE SCOPE  

Using detection methods to spot deepfakes is crucial, but understanding the real intent of people 

publishing deepfakes is even more important. This requires the judgement of users based on social 

context in which deepfake is discovered, e.g. who distributed it and what they said about it .This 

is critical as deepfakes are getting more and more photorealistic and it is highly anticipated that 

detection software will be lagging behind deepfake creation technology. A study on social context 

of deepfakes to assist users in such judgement is thus worth performing.  

Videos and photo graphics have been widely used as evidences in police investigation and justice 

cases. They may be introduced as evidences in a court of law by digital media forensics experts 

who have background in computer or law enforcement and experience in collecting, examining 

and analysing digital information. The development of machine learning and AI technologies 

might have been used to modify these digital contents and thus the experts’ opinions may not be 

enough to authenticate these evidences because even experts are unable to discern manipulated 

contents. This aspect needs to take into account in courtrooms nowadays when images and videos 

are used as evidences to convict perpetrators because of the existence of a wide range of digital 

manipulation methods. The digital media forensics results therefore must be proved to be valid 

and reliable before they can be used in courts. This requires careful documentation for each step 

of the forensics process and how the results are reached. Machine learning and AI algorithms can 

be used to support the determination of the authenticity of digital media and have obtained accurate 

and reliable results, e.g. ,but most of these algorithms are unexplainable. This creates a huge hurdle 

for the applications of AI in forensics problems because not only the forensics experts oftentimes 

do not have expertise in computer algorithms, but the computer professionals also cannot explain 

the results properly as most of these algorithms are black box models. This is more critical as the 

most recent models with the most accurate results are based on deep learning methods consisting 

of many neural network parameters. Explainable AI in computer vision therefore is a research 
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direction that is needed to promote and utilize the advances and advantages of AI and machine 

learning in digital media forensics.  
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