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Abstract 
 

Without a doubt, stock markets are an important and necessary aspect of any country's 

economy. However, the impact of stock markets on a country's economy may differ from 

the impact of stock markets on other countries' economies. This is because the impact of 

stock markets on the economy is influenced by a variety of factors such as the 

organization of stock exchanges, their link with other financial system components, the 

country's governance system, and so on. Because each of these characteristics is unique 

to each country, the impact of stock markets on a country's economy is likewise unique. 

The Indian capital market system has experienced considerable fundamental institutional 

changes over the years, resulting in lower transaction costs, more efficiency, 

transparency, and safety. All of these changes have resulted in the economy's 

development through stock markets. Similarly, a significant need for stock market 

development is projected as a result of economic expansion powered by technology 

advances, product and service innovation. The attempt to anticipate the future value of a 

stock traded on a stock exchange is known as stock market prediction. This research 

focuses on the classification challenge, as well as predicting next-second price 

movements and acting on the insights gained from our algorithms. We used a variety of  



machine learning algorithms, including logistic regression as a baseline model with and 

without regularization, support vector machines (SVM) with Linear, Polynomial (degree 

3), Sigmoid, and Radial Basis Function kernels, and support vector machines (SVM) with 

Linear, Polynomial (degree 3), Sigmoid, and Radial Basis Function kernels. To determine 

the trading activity in the following minute, the variables are tuned by altering the cost 

of constraint violation as well as the constant of regularization term in the Lagrange 

formulation. The support vector machine with polynomial kernel performs the best 

among all of our models when using the projected results from our models to build the 

portfolio value over time.
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CHAPTER – 01  

INTRODUCTION 

Intraday traders buy and sell financial instruments for a brief period of time, 

usually inside one trading day. Stocks are one of the most well-known financial 

tools. However, because there are hundreds of stocks listed on the stock 

exchange, selecting the most tradeable equities on each trading day is a 

difficult operation, which is usually accomplished by manually inspecting past 

stock prices and technical indicators. The ability to accurately estimate stock 

price movement is crucial to trading profitability. Many investors actively 

traded stocks in the hopes of outperforming the market, which is known as a 

passive investment. The prediction of price movement in the financial market 

using machine learning has become a topic of interest for both investors and 

researchers as the availability of financial data has increased. The models' 

insights into price swings could aid investors in making more informed 

judgments. The goal of this research is to anticipate short-term price 

fluctuations using stock price timeseries data, commonly used technical-



analysis indicators, and trading volume. Short-term trading methods based on 

these predictions will be developed to profit from tiny price swings in  

highly liquid equities. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



CHAPTER – 02 

LITERATURE SURVEY 

2.1 SYSTEM REVIEW 

This survey is being conducted to better understand the needs and requirements of 

the general public, and in order to do so, we combed through several websites and 

applications for the necessary information. We created an audit based on this data, 

which allowed us generate fresh ideas and build alternate arrangements for our 

assignment. We came to the conclusion that such an application is required and that 

there has been some advancement in this field. 

2.2 TECHNOLOGY USED 

▪ PYTHON - Python is a high-level, interpreted programming language 

that may be used for a variety of tasks. Python's design concept promotes 

readability of code, especially shown by its frequent use of spacing. Its 

language elements and object-oriented approach are designed to assist 

developers in writing clear, logical code for both major and minor 

projects. Python is dynamically coded and enables procedural, object-

oriented, and structured programming techniques. 



▪ MACHINE LEARNING - Machine learning is the scientific study of 

algorithms and statistical models that computer systems use to 

successfully complete the given task without requiring detailed 

instructions and instead relies on patterns and inferences. Artificial 

intelligence is regarded as a subset of it. In order to make decisions or 

judgments without even being explicitly taught, machine learning 

techniques create a computational formula based on sample data, known 

as "training data." 

▪ JUPYTER LAB - Project Jupyter is a non-profit organization dedicated 

to the creation of open-source software, open-standards, and services for 

interactive computing in a variety of programming languages. 

▪ PANDAS - Pandas is a data manipulation and analysis software library 

for the Python programming language. It includes data structures and 

methods for manipulating numerical tables and time series in particular. 

 

 

 



CHAPTER – 03 

SYSTEM DESIGN 

3.1 ACTIVITY DIAGRAM 

 

 

 

 

 

 

 

 



3.1 USECASE DIAGRAM 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



CHAPTER – 04 

EXPLORATORY DATA ANALYSIS 

Historical Dataset with 1 day time interval 

Downloaded the dataset of Microsoft with 1 day interval by using the yfinance api. 

Samples: 8861 Start Date: 1986-03-13 

End Date: 2021-04-29 

Date Open High Low Close Adj Close Volume 

1986-03-13, 0.088542, 0.101563, 0.088542, 0.097222, 0.061751, 1031788800 

1986-03-14, 0.097222, 0.102431, 0.097222, 0.100694, 0.063956, 308160000 

1986-03-17, 0.100694, 0.103299, 0.100694, 0.102431, 0.065059, 133171200 

1986-03-18, 0.102431, 0.103299, 0.098958, 0.099826, 0.063405, 67766400 

1986-03-19, 0.099826, 0.100694, 0.097222, 0.098090, 0.062302, 47894400 

CODE: 

 

 



Historical Dataset with 1 min time interval 

Downloaded the dataset of Microsoft and NFTY with 1 min interval by using the 

yfinance api and online dataset platforms. 

NFTY DATASET 

NFTY Samples: 22806 

Start Date: 2021-01-01 

Start Time: 09:16 

End Date: 2021-03-31 

End Time: 15:31 

This Dataset was used for classification Change amount was calculated using python 

method. 

CODE: 

 

pct_change 

After calculating change. We used the newly added feature(change) to classify the 

data into profit or loss. 



CODE: 

 

After adding classification column, the change column was removed. Used Min-

Max scaler to scale the data. 

Microsoft Dataset 1 min interval 

Downloaded the dataset of Microsoft with 1 minute interval by using the yfinance 

api. 

CODE:  

 

samples: 2726 

Start Date: 2021-04-23 

Start Time: 09:30:00-4:00 

End Date: 2021-04-30 



End Time: 15:55:00-04:00 

This Dataset was used to predict the stock price of Microsoft for the next 1day. 

CODE: 

 

 



 

                     

 

 

 



CHAPTER – 05 

PREDICTIVE ANALYSIS 

Model we built for stock price prediction are as follows: 

1. Baseline(logistic) 

2. SVM linear 

3. SVM poly 

4. SVM RBF 

5. SVM Sigmoid 

LOGISTIC REGRESSION: 

Logistic regression is a statistical model that uses a logistic function to represent a 

binary dependent variable in its most basic form, though there are many more 

advanced variants. Logistic regression (or logit regression) is a technique for 

estimating the parameters of a logistic model in regression analysis (a form of binary 

regression). 

SVM: SVMs are a class of supervised learning methods for classification, 

regression, and outlier detection. 



The following are some of the benefits of support vector machines: 

• Works well in three-dimensional spaces. 

• Even when the number of dimensions exceeds the number of samples, the method 

is still effective. 

• It is memory efficient because it uses a subset of training points (called support 

vectors) in the decision function. 

• Versatile: the decision function can use a variety of Kernel functions. Common 

kernels are included, however custom kernels can also be specified. 

 

 

 



The following are some of the downsides of support vector machines: 

• Avoid over-fitting when picking Kernel functions and regularization terms if the 

number of features is substantially more than the number of samples. 

• Probability estimates are produced using a costly five-fold cross-validation method 

rather than directly by SVMs (see Scores and probabilities, below). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



CHAPTER – 06 

RESULT AND DISCUSSION 

 

PLOT 1: FOR TEST DATASET 

 

 

            PLOT 2: FOR WHOLE DATASET 

 



Accuracy level Model name 

Highest (55 above) SVM (poly) 

Midrange (50-55) SVM (linear), SVM (RBF), SVM (Sigmoid) 

              Lowest (>50%) Logistic 

 

We gave a number of prediction methods that may simply demonstrate the reasons 

for making a certain forecast about a prospective stock prediction, which is a 

valuable skill in the field of stock analysis. We compared its results to the predictions 

given by several models to see how accurate it was at forecasting. When we compare 

the outcomes of multiple models for the intra-day stock prediction problem, we can 

see that our method outperforms them, demonstrating that a more transparent model 

for a problem like market prediction is conceivable. Even though our results are 

comparable to or better than those of past studies, we believe they can be improved. 

Classifying profit and loss, as indicated by numerous studies, was one of the 

techniques to increase performance; this resulted in better performances but fell 

short of the goal of this project. 

 



CHAPTER – 7 

FUTURE SCOPE 

For future work, we can use this classification process to obtain a loss risk class as 

a first step in improving the performance of our model, and we could try to solve 

stock prediction using deep learning methods to continue comparing our model to 

even more sophisticated methods, but this would require a larger dataset. We also 

intend to use regression techniques in the dataset to forecast the size of profit and 

loss rather than the class (Profit or Loss). There are two well-known prediction 

difficulties in this field. 
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