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Abstract 
 

In Today’s world changing climate is becoming a more divisive topic in the political 

and sociocultural media. Detecting the categories that the world supports in unison 

is a major requirement in order to understand how people are globally affected by a 

particular cause or a particular event. 

Here, we want to use Twitter to create a classification model that can tell the 

difference between text that proves belief as well as text that demonstrates disbelief 

in human-caused changing climates. We've implemented Logistic Regression into 

three different categories that are positive, negative, and neutral. The report's 

purpose was to forecast a dataset using machine learning and natural language 

processing methods. The factors are used to collect more details, analysis univariate 

and bivariate multivariate analysis, incomplete data treatment and evaluate 

validation rules, cleansing or readiness information, and a data set of information in 

visual representation will be given in the evaluation of a set of data offered by 

various machine learning and natural processing language management techniques. 

Our general sense in the framework of the research of the forecast of the 

performance evaluation to determine the best sense of the accuracy of the  



calculation is to have a full analysis of the study. We set out to categorize tweets 

according to their views on climate change. We experimented with Logistic 

Regression to enhance the outcomes of our classification challenge. We plan to 

develop our algorithms in a variety of ways in the future. 
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CHAPTER – 01  

INTRODUCTION 

1.1 INTRODUCTION 

Despite the fact that climate change is real, it is becoming a divisive issue. Most 

people, including us, think that terminology used to define the problem is to blame. 

We believe that this new language is needed for climate change, one which 

substitutes expressions that inadvertently generate opposition or misunderstanding 

with words that elicit support and solidarity. To construct this language, we must 

first be capable of recognizing and categorizing material based on whether it 

expresses a belief in human-caused changing climates. 

1.2 CHALLENGE 

The lack of a sufficiently large and good dataset to train a classifier is the most 

significant obstacle we have in accomplishing such. Our effort addresses this issue 

by performing classification on tweets using both labeled and unlabeled data, with 

the goal of employing this approach for further study of climate change language 

and natural language processing in the building of the new terminology. For our 

classification problem, we mostly rely on data from Twitter. Twitter is an  



appropriate data source since it includes a broad community with various stances 

on climate change and includes information that is widely available to the 

researcher. 

1.3 METHOD USED 

We used Logistic Regression techniques to classify the tweets. We provide this 

method and examine our findings in this study. In future we will use different 

machine learning models to examine our findings. 

 

 

 

 

 

 

 

 

 

 

 

 

 



CHAPTER – 02 

LITERATURE SURVEY 

2.1 SYSTEM REVIEW 

The technology and procedures employed in this investigation are detailed in this 

section. It also goes over the Algorithms and their parameters that have been 

employed in recent studies. According to the survey It is considered to be one of the 

most hotly debated themes of the decade. The purpose was to use sentiment analysis 

on Twitter data to examine how people's attitudes have changed over the last decade. 

The purpose of this article is to use I gathered tweets containing phrases like 

"Climate Change" and so on, then used sentiment analysis to identify them as good, 

negative, or neutral. 

2.2 TECHNOLOGY USED 

▪ PYTHON - Python is a high-level, interpreted programming language that 

may be used for a variety of tasks. Python's design concept promotes 

readability of code, especially shown by its frequent use of spacing. Its 

language elements and object-oriented approach are designed to assist 

developers in writing clear, logical code for both major and minor projects. 

Python is dynamically coded and enables procedural, object-oriented, and 



structured programming techniques. 

▪ MACHINE LEARNING - Machine learning is the scientific study of 

algorithms and statistical models that computer systems use to successfully 

complete the given task without requiring detailed instructions and instead 

relies on patterns and inferences. Artificial intelligence is regarded as a subset 

of it. In order to make decisions or judgments without even being explicitly 

taught, machine learning techniques create a computational formula based on 

sample data, known as "training data." 

▪ NATURAL LANGUAGE PROCESSING (NLP) - NLP is a subject of 

computer science specifically, a field of artificial intelligence (AI) concerning 

the abilities of computers to understand text and spoken words in the same 

manner that humans can. 

 

 

 

 

 

 

 



CHAPTER – 03 

SYSTEM DESIGN 

3.1 ACTIVITY DIAGRAM 

 

 

 

 

 

 

 

 

 

 

 

 



3.1 USECASE DIAGRAM 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



CHAPTER – 04 

EXECUTIVE SUMMARY 

 

The dataset “TWITTER CLIMATE CHANGE SENTIMENT DATASET” chosen 

for this project regarding “CLASSIFYING TWEETS BASED ON CLIMATE 

CHANGE STANCE” was downloaded from Kaggle. The Dataset contains texts, 

comments, replays extracted from the social networking platform Twitter. The dataset 

contains three variables/features/columns and around 50 thousand 

messages/comments/replays/rows/tweets. The dataset does not contain any missing 

values. Using Feature Engineering two new variables were created “Word_Count” and 

“Text Length” containing the number of words per sentence and number of characters 

per sentence. 

 

 

 

 

 

 

 



CHAPTER – 05 

EXPLORATORY DATA ANALYSIS 

In this phase, we are importing different modules that will be needed, and then we 

load the data and transform it into a structure that we will then use for our model. 

IMPORTING THE REQUIRED LIBRARIES 

 

   STATISTICAL VALUES 

 

 

 



PRINTING THE COLUMNS 

 

We have observed that there is only one feature that contains non-numerical data. 

 

 
 

 

 

 

 

 

 

 

 

 

 



CHAPTER – 06 

DATA VISUALIZATION 

Here we have gained information related by reading the data visually.  

Plotting seaborn histplot (histogram) to check the distribution of data. 

 

The histogram reveals that the majority of tweets are pro-climate change, with only 

a few anti-climate change tweets. This demonstrates that people are concerned about 

climate change. 

 



To study the relationship between text length and sentiment, a seaborn histplot 

(histogram) was created. 

 

The histogram reveals that the text length of different groups does not differ 

significantly. The most noticeable difference is in the neutral class, where people 

prefer to write more, with some tweets exceeding 600 characters. 

 

 

 

 

 



CHAPTER – 07 

NATURAL PROCESSING LANGUAGE 

Processing the main feature of the dataset (message). The message feature is a character 

variable, so we'll have to clean it up first because it contains a lot of unneeded characters 

that don't add anything to the sentence's content. 

 

We are using regular expressions to clean the variable message. In the function 

msg_cleaning, we get rid of different types of content that we don’t need, such as 

mentions, hashtags, retweets, hyperlinks, numbers, and Chinese words. We have also 

changed the messages into lowercase for better functioning. 

 



 

We have also taken other steps such as tokenization, stemming the words, and stopping 

words, so that the message feature can help in making the functionality better and 

understandable. 

TOKENIZATION  

Tokenization is the process of breaking down a phrase, sentence, paragraph, or even an 

entire text document into smaller components like individual terms and phrases. 

Tokens are the names given to each of these smaller units. 

 

STEMMING THE WORDS 



The process of reducing a word to its word stem, which affixes to suffixes and prefixes 

or to the roots of words known as a lemma, is known as stemming. Natural language 

understanding (NLU) and natural language processing (NLP) both benefit from 

stemming (NLP). 

 

STOP WORDS 

Stop words are a group of words that are frequently employed in a language. Stop words 

in English include "a," "the," "is," "are," and others. Stop words are frequently used in 

Text Mining and Natural Language Processing (NLP) to exclude terms that are so 

widely used that they contain little meaningful information. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



CHAPTER – 08 

METHOD DESCRIPTION 

We use a set of auxiliary functions to build and test our model, which accomplish the 

following tasks. The test and train split are one of them. We divide our data into two 

portions, test and train data, using the test and train split function. were Train data is 

used to train the data so that a model can predict the values. 

 

TF – IDF VECTORIZER 

TF-IDF are word frequency scores that attempt to identify more interesting words, such 

as those that are prevalent in a document but not across documents. The TF- IDF 

Vectorizer tokenizes documents, learns the vocabulary, and inverses document 

frequency weightings, as well as allowing you to encode new ones. 

N – GRAMS 

An n-gram is a consecutive sequence of n elements from a particular sample of text or 

speech in the areas of machine learning and probabilities. 

 

Using feature engineering, test the model without the features. The 

Logistic Regression algorithm was employed. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 



CHAPTER – 09 

RESULT 

We used accuracy on the test set as our assessment metric because our goal was to reliably 

predict which class a tweet belongs to. We have experimented with Logistic Regression 

with N-gram and TF-IDF Vectorizer. Using the combination, we have gained an accuracy 

of 71%. 

 

There may be systemic changes in how terminology connected to "climate change" and 

"global warming" has altered over time because the labelled and unlabeled tweets are 

over 3 years apart in age. These variations may have resulted in the model performing 

worse than when it was evaluated on the validation and test sets. Also, there is a lot of 



overlap between the most commonly used words for each class. We believe this makes 

modelling the decision boundary between the groups extremely difficult, which 

explains why the model is unable to categories tweets with high accuracy. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



CHAPTER – 10 

CONCLUSION AND FUTURE WORK 

We set out to categories tweets according to their views on climate change. However, 

the strategies we tried yielded worse results, which we assume is due to the fact that 

the unlabeled data differed systematically from the labelled data. 

The decision boundaries between the classes are difficult to model, and there are no 

labelled training samples. In the future, we'll experiment with other models and aim to 

improve models in a variety of ways. 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

CHAPTER – 11 
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