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 ABSTRACT  

  

Machine learning plays a major role from past years in image 

detection, spam reorganization, normal speech command, product 

recommendation and medical diagnosis. Present machine learning 

algorithm helps us in enhancing security alerts, ensuring public 

safety and improve medical enhancements. Machine learning 

system also provides better customer service and safer automobile 

systems. In this we discuss about the prediction of future housing 

prices that is generated by machine learning algorithm. For the 

selection of prediction methods, we compare and explore various 

prediction methods. This study utilizes machine learning algorithms 

as a research method that develops housing price prediction models. 

In this project we will be walking you through analyzing the 

problem from collecting data, importing it to a Jupyter notebook, 

looking for promising attributes, finding out correlations, plotting 

graphs, creating a pipeline, dealing with missing values and much 

more. We will use the model for predicting house prices given a set 

of features. The concepts we will learn are like cross validation, 

train-test splitting, stratified shuffle split, cross validation and 

sampling work in action.  
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Literature Review  

 

The latest worldwide financial crisis restored a sharp enthusiasm 

toward both academic and strategy circles on the part of asset costs 

and specifically lodging costs clinched alongside monetary 

movement. As Lamer (2007) notes those lodging showcase 

predicted eight of the ten post globe War ii recessions, acting 

Concerning illustration An heading woman for those true segment 

of the economy. Truth be told he dives  

Likewise significantly Concerning illustration with state that 

“Housing is those benefits of the business cycle”. Vargas and silva 

(2008) contend that lodging costs alterations assume a paramount 

part in the determination of the stage of the business cycle. There is 

huge literature writing in regards to U.S. house prices. Rapach 

Furthermore strauss (2007) use an auto regressive dispersed slack 

(ARDL) model framework, holding 25 determinants with 

conjecture genuine lodging cost development to the unique states 

of the elected Reserve’s eighth region. They discover that ARDL 

models tend should beat a benchmark AR model. When those 

economy booms, development and work in the lodging division 

expand quickly should react should overabundance demand, 

quickly pushing ostensible house costs upwards. Throughout those 

withdrawal phase, the drop in private money lessens aggravate 



 

interest Also ostensible house costs. By ostensible house costs 

normally fall sluggishly since householders would unwilling on 

bring down their costs. The majority of the conformity will be 

attained through declines clinched alongside bargains volume 

bringing about An drop in the development segment and the lodging 

built vocation. Moreover, Throughout withdrawal and subsidence 

true house costs fall quickly Likewise general inflationary patterns 

diminish true house costs much with sticky perceived costs. 

Recently, a few writers scope to experimental discoveries that 

house costs can make instrumental molding to determining yield. 

(Forni etc, 2003; stock and Watson, 2003; Gupta Furthermore Das, 

2010; das etc, 2009; 2010; 2011; Gupta and Hartley, 2013). Those 

lodging development division speaks to an expansive and only 

aggregate monetary action communicated in the GDP. In recent 

years, due to the growing trend towards Big Data, machine learning has 

become a vital prediction ap- proach because it can predict house prices 

more accurately based on their attributes, regardless of the data from 

previous years. Several studies explored this problem and proved the 

capability of the machine learning approach [2],[3],[4]; however, most 

of them compared the models’ performance but did not consider the 

combination of dif- ferent machine learning models. S. Lu et al. did 

conducted an experiment using a hybrid regression technique on 



 

forecasting house price data, but it requires intensive parameter tuning 

to find the optimal solution [5]. 

Due to the importance of model combination, this paper adopted the 

Stacked Generalization approach [6],[7], a machine learning ensemble 

technique, to optimize the predicted values. We used the “Housing 

Price in Beijing” dataset, fetched and uploaded to Kaggle by Q. Qiu [8]. 

By applying several methods on this dataset, we could validate the 

performance of each individual approach. The lowest Root Mean 

Squared Logarithmic Error (RMSLE) is 0.16350 on the test set, which 

belongs to the Stack Generalization method.  

 

 

Introduction 

 

Commonly, House Price Index (HPI) is used to measure price changes 

of residential housing in many countries, such as the US Federal 

Housing Finance Agency HPI, S&P/Case-Shiller price index, UK 

National Statistics HPI, UK Land Registry’s HPI, UK Halifax HPI, 

UK Rightmove HPI and Singapore URA HPI. The HPI is a 

weighted, repeat- sales index, meaning that it measures average price 

changes in repeat sales or refinancings on the same properties. 



  
 

 

housing economists to estimate changes in the rates of mortgage 

defaults, prepayments, and housing affordability in specific geographic 

areas [1]. Because HPI is a rough indicator calculated from all 

transactions, it is inefficient to predict the price of a specific house. 

Many features such as district, age, and the number of floors also need 

to be considered instead of just the repeat sales in previous decades. 

In recent years, due to the growing trend towards Big Data, machine 

learning has become a vital prediction ap- proach because it can predict 

house prices more accurately based on their attributes, regardless of the 

data from previous years. Several studies explored this problem and 

proved the capability of the machine learning approach [2],[3],[4]; 

however, most of them compared the models’ performance but did not 

consider the combination of dif- ferent machine learning models. S. Lu 

et al. did conducted an experiment using a hybrid regression technique 

on forecasting house price data, but it requires intensive parameter 

tuning to find the optimal solution [5]. 

Due to the importance of model combination, this paper adopted the 

Stacked Generalization approach [6],[7], a machine learning ensemble 

technique, to optimize the predicted values. We used the “Housing 

Price in Beijing” dataset, fetched and uploaded to Kaggle by Q. Qiu [8]. 

By applying several methods on this dataset, we could validate the 

performance of each individual approach. The lowest Root Mean 

Squared Logarithmic Error (RMSLE) is 0.16350 on the test set, which 

belongs to the Stack Generalization method. The paper is structured as 

follows: Section 2 illustrates the details of the methodology; Section 3 

compares the results; and Section 4 discusses the results, draws a 

conclusion, as well as proposes further potential directions to study 

the problem. 



  
 

 

 

Methodology 

 

Data Preprocessing 

 

“Housing Price in Beijing” is a dataset containing more than 300, 000 data 

with 26 variables representing housing prices traded between 2009 and 

2018. These variables, which served as features of the dataset, were 

then used to predict the average price per square meter of each 

house. 

The next step was to investigate missing data. Variables with more than 

50% missing data would be removed from the dataset. The variable “Day 

on market” was removed because of 157, 977 missing data. Any 

observation which had missing values were also removed from the 

dataset. Below are a few feature engineering processes which were done 

to cleanse the dataset: 

 

Remove attributes indicating the number of kitchens, bathrooms, and 

drawing rooms due to their ambiguity. Set the number of living rooms 

(bedrooms were mistranslated to living rooms) in a range from 1 to 4. 

Add attribute “distance” indicating the distance of the house from the 

center of Beijing. 

Replace attribute “constructionTime” with attribute “age” by deducting the 

year that the house constructed from the current year (2019). 

Set minimum values for attributes “price” and “area”. 

Split the attribute “floor” into attributes “floorType” and “floorHeight”. 

After feature engineering, the dataset was checked for outliers. 

Through Inter-Quartile Range (IQR), an outlier x 

• 

• 

• 
• 



  
 

 

can be detected if: 

 

x < Q1 − 1.5 · IQR  OR Q3 + 1.5 · IQR < x (1) 

 

where: 

Q1 = 25th percentiles Q3 = 75th percentiles IQR = Q3 − Q1 

After applying Equation (1) to every column of the dataset, the final dataset 

contained 231962 data with 19 features, 9 of which were numerical values 

and 10 of which were categorical values. Table 1 includes details of 

each attribute. 

 

 

Fig. 1. Age Distribution  

 

 

 



  
 

 

 

 

 

 Fig. 2. Price Distribution 

 

 

 

Data Analysis 

 

Exploratory data analysis is an essential step before building a 

regression model. In this way, researchers can discover the implicit 

patterns of the data, which in turn helps choose appropriate machine 

learning approaches. 

Fig. 1 features houses in Beijing as data points on the map of Beijing. 

In Fig. 1, the oldest houses are concentrated densely in the center of 

Beijing, while the newest ones are spread sparsely in the suburban 

areas. In Fig. 2, the most expensive houses centralizes close to the center 

of Beijing, while the cheapest ones spreads in the suburban periphery. Since 

the patterns in Fig. 1 and Fig. 2 are similar, a strong correlation between 

location, age, and price can be observed. There are also noticeable 



  
 

 

differences in housing prices across 13 districts, which are summarized 

in Fig. 3. 

Besides the location features, other features of the house also 

significantly contribute to the models’ performance. In Fig, 4, the 

difference in price among several building types can be clearly 

illustrated. Since bungalow is an old building type and is more likely to 

be built close to the center of Beijing, its price is costly regardless of the 

small area of a house (Fig. 5). 

 

 

 

 
Fig. 3. Correlation between District and Price 



  
 

 

 

Fig. 4. Correlation between Building Type and Price 

 

 

  

 

 

 

 

Fig. 5. Correlation between Building Type and Area 



  
 

 

 ., 
 
 

 

Model Selection 

 

Before building models, the data should be processed accordingly so that 

the models could learn the patterns more efficiently. Specifically, 

numerical values were standardized, while categorical values were one-

hot-encoded. After being processed, the dataset included 58 features. 

Fig. 6 illustrates the cumulative explained variance. Since most of the 

features are categorical, it is evident that the variance almost converges 

at the 30th component. Then, the dataset was split into training set and 

test set with a ratio of 4 : 1 by utilizing the scikit-learn package [9]. 

Evaluation function used in this paper is Root Mean Squared 

Logarithmic Error (RMSLE). This function is illus- trated as follow: 

 

 

 
RMS LE = 1   N 

 

 
N 

i=1 

(log(yi + 1) − log(yˆi + 1))2 (2) 



  
 

 

 

 

 
 

 

Fig. 6. Cumulative Explained Variance 

 

 

 

Random Forest 

Random Forest is a kind of ensemble models that combines the 

prediction of multiple decision trees to create a more accurate final 

prediction. Random Forest is a verified powerful tool based on previous 

studies [10]. The random forest algorithm can be summarized in the 

following steps by S. Raschka and V. Mirjalili in their book “Python 

Machine Learning” [11]: 

 

Draw a random bootstrap sample of size n (randomly choose n samples 

from the training set with replacement). 

Grow a decision tree from the bootstrap sample, at each node: 

 



  
 

 

Randomly select d features without replacement. 

Split the node using the feature that provides the best split according to 

the objective function, for instance, maximizing the information gain. 

 

Repeat the steps 1-2 k times. 

Aggregate the prediction by each tree to assign the class label by 

majority vote. 

 

In this paper, we used the RandomForestClassifier class provided 

by sklearn. The RandomForestClassifier has a n_estimators 

parameter that allows to indicate how many trees to build, which 

we set at 900. While adding more trees to the random forest normally 

improves accuracy, it also increases the overall training time of the 

model. The class also includes the bootstrap parameter which we set to 

True. 

Regarding random forest subsets, however, only a constrained set of 

features will be used to introduce varia- tion into the trees. By iterating 

the model multiple times, we also added a few parameters when we 

initialized the RandomForestClassifier to further enhance the 

performance: 

 

Set max_depth = 20, which restricts these trees can only go to 20. 

Set min_samples_split = 10, which only allows a node that should 

have at most ten rows before it can be split. 

 

The result of this model on training data is exceptional, 0.12980. The 

RMSLE of the training set is the lowest among other methods. Fig. 7 

illustrates the performance of this model on the training set where the \ 

• 

• 



  
 

 

 

 
 

Fig. 7. Random Forest for Training Data Fig. 8. Extreme Gradient 

Boosting for Training Data 

 

 

Extreme Gradient Boosting (XGBoost) 

XGBoost is a scalable machine learning system for tree boosting. The 

system is available as an open-source pack- age. The system has 

generated a significant impact and been widely recognized in various 

machine learning and data mining challenges [12]. 

The most crucial reason why XGBoost succeeds is its scalability in all 

scenarios. The system runs more than ten times faster than existing 

popular solutions on a single machine and scales to billions of examples 

in distributed or memory-limited settings. The scalability of XGBoost 

is due to several major systems and algorithmic optimizations including 

a novel tree learning algorithm for handling sparse data and a theoretically 

justified weighted quantile sketch procedure enabling instance weight 

handling in approximate tree learning. Parallel and distributed computing 

make learning faster, which allows quicker model exploration. More 

importantly, the model exploits out-of-core computa- tion and enables 



  
 

 

data scientists to process a hundred millions of examples on a desktop. 

Finally, after combining these techniques to make an end-to-end system, 

it can scale to even more extensive data with the least amount of cluster 

resources [12]. In this paper, we utilized the XGBRegressor from 

xgboost open-source package [13]. After tweaking the XGBoost 

model multiple times, we set our parameter to the following: 

 

Set learning_rate = 0.1 

Set n_estimators = 200 

Determined the optimal tree specific parameters min_child_weight 

= 2, subsample = 1, colsample_bytre 

= 0.8 

Set reqularization parameter: reg_lambda = 0.45, reg_alpha = 0, 

gamma = 0.5 

The model performed with a high accuracy where the RMSLE of the 

training set is around 0.16118. Fig. 8 shows the Extreme Gradient 

Boosting prediction in X-axis, and the actual price in Y-axis for 

training data. 

 

Light Gradient Boosting Machine (LightGBM) 

LightGBM is a gradient boosting framework that uses a tree-based 

learning algorithm. LightGBM has faster train- ing speed with lower 

memory usage compare to XGBoost [14]. Moreover, it can also support 

parallel and GPU learning or handle large scale of data. Even though 

both of the aforementioned boosting models follow Gradient Boosting 

Algorithm, XGBoost grows tree level-wise and LightGBM grows tree 

leaf-wise. There are also detailed dif- ferences in modelling making 

them outstanding among different gradient boosting models. In this 

• 

• 

• 



  
 

 

paper, we utilized the LGBMRegressor from lightgbm open-source 

package [15]. The optimal parameters for the model are listed as 

follows: 

 

Set learning_rate = 0.15 



  
 

 

 

 
 

Fig. 9. Light Gradient Boosting Machine for Training Data 

 

 

Set n_estimators = 64 

Set optimal tree specific parameters: min_child_weight = 2, 

num_leaves = 36, colsample_bytree = 0.8 

Set reqularization parameter: reg_lambda = 0.40 

When applying the LightGBM method, the model achieved a decent 

accuracy with the loss of 0.16687 on the training set. Even though the 

performance was not as good as the other methods, LightGBM is the 

fastest among all models researched on this paper. Fig. 9 illustrates the 

performance of this model on the training set where the X-axis is the 

prediction result and the Y-axis is the actual housing price. 

 

Hybrid Regression 

Hybrid Regression Model is a model that includes two or more different 

regression models. The coupling effect of multiple regression models 

is proven by S. Lu et al., in which a combination of 65% Lasso and 

35% XGBoost achieves a RMSLE of 0.11260 on test set of Kaggle [5]. 



  
 

 

This result is significantly better than results of Lasso and XGBoost in 

that paper, which are 0.11449 and 0.11843 respectively [5]. 

A similar approach was also tested on the “Housing Price of Beijing” 

dataset. The model consisted of 33.33% Random Forest, 33.33% 

XGBoost, and 33.33% LightGBM from the previous models. The 

hybrid regression model achieved 0.14969 on the training set. This 

method averages the individual predictions to form a final prediction. 

Therefore, it is a fair approach to balance between bias and variance in 

the composite models. This technique also supports weight assignment 

to each component model, but it may lead to bias over one model, losing 

the benefits of generalization. Fig. 10 illustrates the performance of this 

model on the training set where the X-axis is the prediction result and 

the Y-axis is the actual housing price. 

 

Stacked Generalization 

Stacked Generalization is a machine learning ensembling technique 

introduced by D. Wolpert [7]. A Python pack- age for stacking named 

“Vecstack” was built and uploaded to GitHub by I. Ivanov [6]. The 

main idea of this method is to use the predictions of previous models 

as features for another model. This approach also utilizes the k-fold 

cross-validation technique to avoid overfitting. 

This paper used the most common architecture, 2-level stacking 

architecture, to predict the housing price, where the first stacking level 

consisted of Random Forest and LightGBM and the second stacking 

level was XGBoost. The stacking model also used 5-fold cross-

validation because the dataset is relatively large. The result of the model 

on the training set, which is 0.16404, is not as impressive as the Hybrid 

Regression approach. Fig. 11 shows the prediction of the Stacked 



  
 

 

Generalization Model on the X-axis and the actual price on the Y-

axis. 

 

 

 
 

 

 

 

Fig. 10. Hybrid Regression for Training Data  

Fig. 11. Stacked Generalization Regression for Training Data 
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Implementation and Description of Project: 

 

Linear Regression: Simple linear regression statistical method 

allows us to summarize and study the relationship between two 

continuous quantative variables.  One variable, denoted x, is 

regarded as the predictor, explanatory, or independent variable.  

The other variable, denoted y, is regarded as the response, 

outcome, or dependent variable.  

 

Multiple Regression: Multiple regression analysis is used to 

check whether there is a statistically noteworthy association the 

middle of sets of variables. It’s used to discover patterns in the 

Numerous relapse Investigation will be very nearly the same 

Likewise basic straight relapse. The main distinction the middle of 

straightforward straight relapse Also numerous relapse is in the 

number for predictors (“x” variables) utilized within those relapse.  

 

The cost Function: Thus let’s say, you expanded the size of a 

specific shop, the place you predicted that those deals might a 

chance to be higher. Be that in spite of expanding those size, those 

bargains in that shop didn't expand that a great deal. Thereabouts 

those expense connected Previously, expanding those span of the 

shop, provided for you negative outcomes. So, we necessity on 

minimize these cost. So we present an expense function, which is 

fundamentally used to characterize and measure those slip of the 

model. 

 

 

Gradient Boosting algorithm: Gradient boosting is a machine 

Taking in strategy to relapse Also arrangement problems, that 



  
 

 

produces a prediction model in the structure of an group from 

claiming powerless prediction models. The exactness of a 

predictive model might be helped to two ways:. Possibly by 

grasping characteristic building alternately. Toward applying 

boosting calculations straight far. There are a significant number 

boosting calculations in.  

 Gradient Boosting  XGBoost  AdaBoost  Gentle Boost etc. 

Each boosting algorithm need its own underlying math. Also, a 

slight variety may be watched same time applying them. 

 

 

 

 

  

and Library used for implementation: 



  
 

 

 

 

 

Merits of House Price Prediction: 

 

House Price prediction, is important to drive Real Estate 

efficiency. As earlier, House prices were determined by 

calculating the acquiring and selling price in a locality. Therefore, 

the House Price prediction model is very essential in filling the 

information gap and improve Real Estate efficiency. 

Prediction house prices are expected to help people who plan to 

buy a house so they can know the price range in the future, then 

they can plan their finance well. In addition, house price 

predictions are also beneficial for property investors to know the 

trend of housing prices in a certain location. 

 

 

 

 

 

 

 

 

 



  
 

 

Data Description: 

 

MSSubClass: Identifies the type of dwelling involved in the sale. 

 

20 1-STORY 1946 & NEWER ALL STYLES 

30 1-STORY 1945 & OLDER 

40 1-STORY W/FINISHED ATTIC ALL AGES 

45 1-1/2 STORY - UNFINISHED ALL AGES 

50 1-1/2 STORY FINISHED ALL AGES 

60 2-STORY 1946 & NEWER 

70 2-STORY 1945 & OLDER 

75 2-1/2 STORY ALL AGES 

80 SPLIT OR MULTI-LEVEL 

85 SPLIT FOYER 

90 DUPLEX - ALL STYLES AND AGES 

120 1-STORY PUD (Planned Unit Development) - 1946 & 

NEWER 

150 1-1/2 STORY PUD - ALL AGES 

160 2-STORY PUD - 1946 & NEWER 

180 PUD - MULTILEVEL - INCL SPLIT LEV/FOYER 

190 2 FAMILY CONVERSION - ALL STYLES AND AGES 

 

MSZoning: Identifies the general zoning classification of the sale. 

 

A Agriculture 

C Commercial 

FV Floating Village Residential 

I Industrial 

RH Residential High Density 

RL Residential Low Density 

RP Residential Low Density Park 



  
 

 

RM Residential Medium Density 

 

LotFrontage: Linear feet of street connected to property 

 

LotArea: Lot size in square feet 

 

Street: Type of road access to property 

 

Grvl Gravel 

Pave Paved 

 

Alley: Type of alley access to property 

 

Grvl Gravel 

Pave Paved 

NA  No alley access 

 

LotShape: General shape of property 

 

Reg Regular 

IR1 Slightly irregular 

IR2 Moderately Irregular 

IR3 Irregular 

 

LandContour: Flatness of the property 

 

Lvl Near Flat/Level 

Bnk Banked - Quick and significant rise from street grade to 

building 

HLS Hillside - Significant slope from side to side 

Low Depression 

 



  
 

 

Utilities: Type of utilities available 

 

AllPub All public Utilities (E,G,W,& S) 

NoSewr Electricity, Gas, and Water (Septic Tank) 

NoSeWa Electricity and Gas Only 

ELO Electricity only 

 

LotConfig: Lot configuration 

 

Inside Inside lot 

Corner Corner lot 

CulDSac Cul-de-sac 

FR2 Frontage on 2 sides of property 

FR3 Frontage on 3 sides of property 

 

LandSlope: Slope of property 

 

Gtl Gentle slope 

Mod Moderate Slope 

Sev Severe Slope 

 

Neighborhood: Physical locations within Ames city limits 

 

Blmngtn Bloomington Heights 

Blueste Bluestem 

BrDale Briardale 

BrkSide Brookside 

ClearCr Clear Creek 

CollgCr College Creek 

Crawfor Crawford 

Edwards Edwards 

Gilbert Gilbert 



  
 

 

IDOTRR Iowa DOT and Rail Road 

MeadowV Meadow Village 

Mitchel Mitchell 

Names North Ames 

NoRidge Northridge 

NPkVill Northpark Villa 

NridgHt Northridge Heights 

NWAmes Northwest Ames 

OldTown Old Town 

SWISU South & West of Iowa State University 

Sawyer Sawyer 

SawyerW Sawyer West 

Somerst Somerset 

StoneBr Stone Brook 

Timber Timberland 

Veenker Veenker 

 

Condition1: Proximity to various conditions 

 

Artery Adjacent to arterial street 

Feedr Adjacent to feeder street 

Norm Normal 

RRNn Within 200' of North-South Railroad 

RRAn Adjacent to North-South Railroad 

PosN Near positive off-site feature--park, greenbelt, etc. 

PosA Adjacent to postive off-site feature 

RRNe Within 200' of East-West Railroad 

RRAe Adjacent to East-West Railroad 

 

Condition2: Proximity to various conditions (if more than one is 

present) 

 



  
 

 

Artery Adjacent to arterial street 

Feedr Adjacent to feeder street 

Norm Normal 

RRNn Within 200' of North-South Railroad 

RRAn Adjacent to North-South Railroad 

PosN Near positive off-site feature--park, greenbelt, etc. 

PosA Adjacent to postive off-site feature 

RRNe Within 200' of East-West Railroad 

RRAe Adjacent to East-West Railroad 

 

BldgType: Type of dwelling 

 

1Fam Single-family Detached 

2FmCon Two-family Conversion; originally built as one-family 

dwelling 

Duplx Duplex 

TwnhsE Townhouse End Unit 

TwnhsI Townhouse Inside Unit 

 

HouseStyle: Style of dwelling 

 

1Story One story 

1.5Fin One and one-half story: 2nd level finished 

1.5Unf One and one-half story: 2nd level unfinished 

2Story Two story 

2.5Fin Two and one-half story: 2nd level finished 

2.5Unf Two and one-half story: 2nd level unfinished 

SFoyer Split Foyer 

SLvl Split Level 

 

OverallQual: Rates the overall material and finish of the house 

 



  
 

 

10 Very Excellent 

9 Excellent 

8 Very Good 

7 Good 

6 Above Average 

5 Average 

4 Below Average 

3 Fair 

2 Poor 

1 Very Poor 

 

OverallCond: Rates the overall condition of the house 

 

10 Very Excellent 

9 Excellent 

8 Very Good 

7 Good 

6 Above Average 

5 Average 

4 Below Average 

3 Fair 

2 Poor 

1 Very Poor 

 

YearBuilt: Original construction date 

 

YearRemodAdd: Remodel date (same as construction date if no 

remodeling or additions) 

 

RoofStyle: Type of roof 

 

Flat Flat 



  
 

 

Gable Gable 

Gambrel Gabrel (Barn) 

Hip Hip 

Mansard Mansard 

Shed Shed 

 

RoofMatl: Roof material 

 

ClyTile Clay or Tile 

CompShg Standard (Composite) Shingle 

Membran Membrane 

Metal Metal 

Roll Roll 

Tar&Grv Gravel & Tar 

WdShake Wood Shakes 

WdShngl Wood Shingles 

 

Exterior1st: Exterior covering on house 

 

AsbShng Asbestos Shingles 

AsphShn Asphalt Shingles 

BrkComm Brick Common 

BrkFace Brick Face 

CBlock Cinder Block 

CemntBd Cement Board 

HdBoard Hard Board 

ImStucc Imitation Stucco 

MetalSd Metal Siding 

Other Other 

Plywood Plywood 

PreCast PreCast 

Stone Stone 



  
 

 

Stucco Stucco 

VinylSd Vinyl Siding 

Wd Sdng Wood Siding 

WdShing Wood Shingles 

 

Exterior2nd: Exterior covering on house (if more than one material) 

 

AsbShng Asbestos Shingles 

AsphShn Asphalt Shingles 

BrkComm Brick Common 

BrkFace Brick Face 

CBlock Cinder Block 

CemntBd Cement Board 

HdBoard Hard Board 

ImStucc Imitation Stucco 

MetalSd Metal Siding 

Other Other 

Plywood Plywood 

PreCast PreCast 

Stone Stone 

Stucco Stucco 

VinylSd Vinyl Siding 

Wd Sdng Wood Siding 

WdShing Wood Shingles 

 

MasVnrType: Masonry veneer type 

 

BrkCmn Brick Common 

BrkFace Brick Face 

CBlock Cinder Block 

None None 

Stone Stone 



  
 

 

 

MasVnrArea: Masonry veneer area in square feet 

 

ExterQual: Evaluates the quality of the material on the exterior 

 

Ex Excellent 

Gd Good 

TA Average/Typical 

Fa Fair 

Po Poor 

 

ExterCond: Evaluates the present condition of the material on the 

exterior 

 

Ex Excellent 

Gd Good 

TA Average/Typical 

Fa Fair 

Po Poor 

 

Foundation: Type of foundation 

 

BrkTil Brick & Tile 

CBlock Cinder Block 

PConc Poured Contrete 

Slab Slab 

Stone Stone 

Wood Wood 

 

BsmtQual: Evaluates the height of the basement 

 

Ex Excellent (100+ inches) 



  
 

 

Gd Good (90-99 inches) 

TA Typical (80-89 inches) 

Fa Fair (70-79 inches) 

Po Poor (<70 inches 

NA No Basement 

 

BsmtCond: Evaluates the general condition of the basement 

 

Ex Excellent 

Gd Good 

TA Typical - slight dampness allowed 

Fa Fair - dampness or some cracking or settling 

Po Poor - Severe cracking, settling, or wetness 

NA No Basement 

 

BsmtExposure: Refers to walkout or garden level walls 

 

Gd Good Exposure 

Av Average Exposure (split levels or foyers typically score 

average or above) 

Mn Mimimum Exposure 

No No Exposure 

NA No Basement 

 

BsmtFinType1: Rating of basement finished area 

 

GLQ Good Living Quarters 

ALQ Average Living Quarters 

BLQ Below Average Living Quarters 

Rec Average Rec Room 

LwQ Low Quality 

Unf Unfinshed 



  
 

 

NA No Basement 

 

BsmtFinSF1: Type 1 finished square feet 

 

BsmtFinType2: Rating of basement finished area (if multiple types) 

 

GLQ Good Living Quarters 

ALQ Average Living Quarters 

BLQ Below Average Living Quarters 

Rec Average Rec Room 

LwQ Low Quality 

Unf Unfinshed 

NA No Basement 

 

BsmtFinSF2: Type 2 finished square feet 

 

BsmtUnfSF: Unfinished square feet of basement area 

 

TotalBsmtSF: Total square feet of basement area 

 

Heating: Type of heating 

 

Floor Floor Furnace 

GasA Gas forced warm air furnace 

GasW Gas hot water or steam heat 

Grav Gravity furnace 

OthW Hot water or steam heat other than gas 

Wall Wall furnace 

 

HeatingQC: Heating quality and condition 

 

Ex Excellent 



  
 

 

Gd Good 

TA Average/Typical 

Fa Fair 

Po Poor 

 

CentralAir: Central air conditioning 

 

N No 

Y Yes 

 

Electrical: Electrical system 

 

SBrkr Standard Circuit Breakers & Romex 

FuseA Fuse Box over 60 AMP and all Romex wiring 

(Average) 

FuseF 60 AMP Fuse Box and mostly Romex wiring (Fair) 

FuseP 60 AMP Fuse Box and mostly knob & tube wiring (poor) 

Mix Mixed 

 

1stFlrSF: First Floor square feet 

 

2ndFlrSF: Second floor square feet 

 

LowQualFinSF: Low quality finished square feet (all floors) 

 

GrLivArea: Above grade (ground) living area square feet 

 

BsmtFullBath: Basement full bathrooms 

 

BsmtHalfBath: Basement half bathrooms 

 

FullBath: Full bathrooms above grade 



  
 

 

 

HalfBath: Half baths above grade 

 

Bedroom: Bedrooms above grade (does NOT include basement 

bedrooms) 

 

Kitchen: Kitchens above grade 

 

KitchenQual: Kitchen quality 

 

Ex Excellent 

Gd Good 

TA Typical/Average 

Fa Fair 

Po Poor 

 

TotRmsAbvGrd: Total rooms above grade (does not include 

bathrooms) 

 

Functional: Home functionality (Assume typical unless deductions 

are warranted) 

 

Typ Typical Functionality 

Min1 Minor Deductions 1 

Min2 Minor Deductions 2 

Mod Moderate Deductions 

Maj1 Major Deductions 1 

Maj2 Major Deductions 2 

Sev Severely Damaged 

Sal Salvage only 

 

Fireplaces: Number of fireplaces 



  
 

 

 

FireplaceQu: Fireplace quality 

 

Ex Excellent - Exceptional Masonry Fireplace 

Gd Good - Masonry Fireplace in main level 

TA Average - Prefabricated Fireplace in main living area or 

Masonry Fireplace in basement 

Fa Fair - Prefabricated Fireplace in basement 

Po Poor - Ben Franklin Stove 

NA No Fireplace 

 

GarageType: Garage location 

 

2Types More than one type of garage 

Attchd Attached to home 

Basment Basement Garage 

BuiltIn Built-In (Garage part of house - typically has room 

above garage) 

CarPort Car Port 

Detchd Detached from home 

NA No Garage 

 

GarageYrBlt: Year garage was built 

 

GarageFinish: Interior finish of the garage 

 

Fin Finished 

RFn Rough Finished 

Unf Unfinished 

NA No Garage 

 

GarageCars: Size of garage in car capacity 



  
 

 

 

GarageArea: Size of garage in square feet 

 

GarageQual: Garage quality 

 

Ex Excellent 

Gd Good 

TA Typical/Average 

Fa Fair 

Po Poor 

NA No Garage 

 

GarageCond: Garage condition 

 

Ex Excellent 

Gd Good 

TA Typical/Average 

Fa Fair 

Po Poor 

NA No Garage 

 

PavedDrive: Paved driveway 

 

Y Paved 

P Partial Pavement 

N Dirt/Gravel 

 

WoodDeckSF: Wood deck area in square feet 

 

OpenPorchSF: Open porch area in square feet 

 

EnclosedPorch: Enclosed porch area in square feet 



  
 

 

 

3SsnPorch: Three season porch area in square feet 

 

ScreenPorch: Screen porch area in square feet 

 

PoolArea: Pool area in square feet 

 

PoolQC: Pool quality 

 

Ex Excellent 

Gd Good 

TA Average/Typical 

Fa Fair 

NA No Pool 

 

Fence: Fence quality 

 

GdPrv Good Privacy 

MnPrv Minimum Privacy 

GdWo Good Wood 

MnWw Minimum Wood/Wire 

NA No Fence 

 

MiscFeature: Miscellaneous feature not covered in other categories 

 

Elev Elevator 

Gar2 2nd Garage (if not described in garage section) 

Othr Other 

Shed Shed (over 100 SF) 

TenC Tennis Court 

NA None 

 



  
 

 

MiscVal: $Value of miscellaneous feature 

 

MoSold: Month Sold (MM) 

 

YrSold: Year Sold (YYYY) 

 

SaleType: Type of sale 

 

WD  Warranty Deed - Conventional 

CWD Warranty Deed - Cash 

VWD Warranty Deed - VA Loan 

New Home just constructed and sold 

COD Court Officer Deed/Estate 

Con Contract 15% Down payment regular terms 

ConLw Contract Low Down payment and low interest 

ConLI Contract Low Interest 

ConLD Contract Low Down 

Oth Other 

 

SaleCondition: Condition of sale 

 

Normal Normal Sale 

Abnorml Abnormal Sale -  trade, foreclosure, short sale 

AdjLand Adjoining Land Purchase 

Alloca Allocation - two linked properties with separate deeds, 

typically condo with a garage unit 

Family Sale between family members 

Partial Home was not completed when last assessed 

(associated with New Homes) 

 

 

 



  
 

 

Code 

 

 

 
 

 

 



  
 

 

 



  
 

 

 

 



  
 

 

 

 



  
 

 

 

 



  
 

 

 
 

 

Results 

 

Many iterations of performance tuning were done to find the 

optimal solution of each model. Random Forest Re- gression, 

XGBoost, and LightGBM were intensively tuned by function 

GridSearchCV provided by scikit-learn 

[9] to achieve the results listed in Table 2. For Hybrid Regression and 

Stacking methods, performance tuning was not required since both 

methods were combinations of the best regressions. Instead, architecture 

implementation could be considered to further enhance the 

prediction. 

 

Table 2. Prediction Results 

 

As listed in the Table 2, the best results belong to Random Forest for 

the training set and Stacked Generalization Regression for the test set. 



  
 

 

Since 49 of 58 features of the one-hot-encoded dataset were boolean values, 

it is reasonable that the Random Forest worked well on this dataset. 

However, Random Forest was prone to overfitting, which led to a 

decent performance on unseen data. Both XGBoost and LightGBM 

were not subject to overfitting, but the accuracy of their predictions 

was not as good as Random Forest on both training and test data. 

Unlike the three traditional machine learning methods, Hybrid 

Regression and Stacked Generalization Regression were neither tuned 

nor implemented sophisticatedly but delivered promising results on the 

training set and test set.  

 

 

 

 

Since Random Forest was proven to be overfitting, Hybrid 

Regression could be considered as the best model on training set 

where the RSMLE is 0.14969. Surprisingly, Stacked Generalization 

Regression did not work well on the training set as Hybrid Regression, 

but this model did exceptionally on the test set. This is probably because 

of the two reasons 

 

 



  
 

 

 
 

 

 

Fig. 12. Comparison of Hybrid Regression’s predicted results and 

original test set 



  
 

 

 

 

Fig. 13. Comparison of Stacked Generalization Regression’s 

predicted results and original test set 

 

 

 

K-fold cross-validation: k-fold cross-validation is a suitable 

method to find an acceptable bias-variance trade- off. Stacking 

Regression utilizes this technique to obtain the generalization 

performance for each component model. 

Coupling effect of multiple regressions: different regression methods 

may support each other. The second stack- ing level can learn again 

and predict the housing prices accurately based on the pre-

estimated prices from the first stacking level. 

 

 

 

• 

• 



  
 

 

 

 

 

 

Even though Hybrid Regression shares the coupling effect of 

multiple regressions with Stacked Generalization Re- gression, 

Hybrid Regression is less competitive because its learning 

mechanism is only averaging every prediction. Based on Fig. 12 and 

Fig. 13 which illustrate the performance of both models on the first 

200 observations of the test set, the difference between the two 

models is not considerably large. On one hand, Hybrid Regression 

predicts more accurately on outliers (extremely high or low housing 

prices). On the other hand, Stacked Generalization Re-gression 

performs better on common observations (standard housing prices). 

This proves that Stacked Generalization Regression is slightly better 

than Hybrid Regression in generalization. 



  

 

 

 

Discussion and Conclusion 

 

This paper investigates different models for housing price 

prediction. Three different types of Machine Learning methods 

including Random Forest, XGBoost, and LightGBM and two 

techniques in machine learning including Hybrid Regression 

and Stacked Generalization Regression are compared and 

analyzed for optimal solutions. Even though all of those methods 

achieved desirable results, different models have their own pros 

and cons. The Random Forest method has the lowest error on the 

training set but is prone to be overfitting. Its time complexity is 

high since the dataset has to be fit multiple times. The XGBoost 

and LightGBM are decent methods when comparing accuracy, 

but their time complexities are the best, especially LightGBM. 

The Hybrid Regression method is simple but performs a lot better 

than the three previous methods due to the generalization. 

Finally, the Stacked Generalization Regression method has a 

complicated architecture, but it is the best choice when accuracy is 

the top priority. Even though Hybrid Regression and Stacked 

Generalization Regression deliver satisfactory results, time 

complexity must be taken into consideration since both of them 

contain Random Forest, a high time complexity model. Stacked 

Generalization Regression also has K-fold cross-validation in its 

mechanism so it has the worst time complexity. Further research 

about the following topics should be conducted to further 

investigate these models, especially the combinations of 

different models: 

 

 

 

 



  

 

 

 

• The coupling effect of multiple regression models. 
• The “re-learn” ability of machine learning models. 
• The combination of Machine Learning and Deep Learning 

methods. 
• The driven factors for the good performance of tree-based 

models. 
• The faster ways to fit complex models. 

 
 
 
 
 

Summary: 

 

We have managed out how to prepare a model that gives users 

for a novel best approach with take a gander at future lodging 

value predictions. A few relapse strategies have been 

investigated Furthermore compared, when arriving during a 

prediction strategy In light of XG support. Straight former 

imply works bring been utilized within our model, something 

like that that future value predictions will have a tendency 

towards All the more sensible values. We concocted an 

approach with use similarly as considerably information as 

time permits for our prediction system, by adopting those 

ideas from claiming gradient boosting. 
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