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• Regression



I am going to talk about different types of Regression Models. Regression can be classified 
broadly into two categories. One is Simple Regression, and the other is Multiple Regression. 
In Simple Regression, we'll have one independent variable, whereas in Multiple Regression, 
we'll have more than one independent variable. Simple Regression can be further classified 
as Linear Simple Regression or Non-Linear Regression. Similarly, Multiple Regression can be 
classified into either Linear, or Non-Linear. Let us try to understand this a bit more. In case of 
simple regression, I may have a function which is Y = β0 + β1x1 + ε. In this case, there is only 
one explanatory variable which is x1. So, that's why this is simple linear regression. Below 
that, we have multiple linear regression. So here, Y = β0 + β1x1 + β2x2 + ... + βkxk + ε. So, 
there are K explanatory variables and the functional form is linear, so that's why this is 
multiple linear regression. Now, below that we have a non-linear function which says Y = β0 + 
1/ (β1 + β2x1) + x2β3 + ε. So, here, we have many nonlinear term. Now, we have to 
understand that whenever we talk about non-linear regression, the function is non-linear 
with respect to the Beta coefficients or the regression coefficients, not with respect to the 
explanatory variables or independent variables.



what is a problem when we have a non-linear 
regression

The problem comes when we try to estimate the regression parameters. So, typically, what 
happens is, I'm going to talk about this later when we come to ordinary least squares 
method. So, when you have a non-linear regression, when we try to estimate, we'll have 
system of non-linear equation. And, they are difficult to solve. So, typically, we may not have 
any close form solution. So, in most cases, we may use some kind of numerical 
approximations to estimate the Beta coefficients. Okay, let us try to understand the difference 
between linear and non-linear regression. If you look at these two equations in this slide, the 
first one is Y = β0 + β1x1 + β2x2 + ... + βkxk + ε. In the second case, we have β0 + β1x1 + β2x2 
+ β3x1x2 + β4x2 2 . Now, even though you have non-linear term, in terms of explanatory 
variables or independent variables, there is no non-linear term with respect to the Beta 
coefficients or regression coefficient. So, this also will be considered as linear regression, as 
far as regression models are concerned. So, we have to understand the difference when we 
call something as non-linear regression and when we call a model as a linear regression.



I'm going to now talk about regression model development. 
the steps involved in regression model development. The first thing is, to basically, 
to explore the data. Because, the dataset may have quantitative variable as well as 
qualitative variable. So, we need to understand what kind of data we have. So, 
once we have done with that step, we go on do a descriptive statistics. As part of 
descriptive statistics, we may come up with some data visuals, things like scatter 
plot. The next step is pre-processing the data. Because there may be some missing 
information, so we may have to use some kind of data interpretation. Or, if we 
have qualitative data, Predective Analytics Prof. Dinesh Kumar Regression Types 
DK_PA_W02_C03 then we may have to use dummy variable because we cannot 
use qualitative data directly. So, once the pre-processing is done, then we go and 
define the functional form of relationship. The functional form can be like Y equal 
to β0 plus β1x1, or it can be log natural of Y equal to β1 plus β1x1. 



The idea for the functional form may come from the scatter plot that we do 
in the second stage. So, once we have the functional form, we go and 
estimate the regression parameters. So, in case of linear regression, the 
regression parameters are estimated using ordinarily squares. So, once we 
have the regression parameters, then we perform diagnostic test because 
while developing a regression model, we use lot of assumptions. So, we 
have to actually check whether those assumptions have been met. So, if 
they are met, then we go and use the model, otherwise we have to go and 
preprocess the data because we may not have correctly pre-processed the 
data or the functional form we have used may not be appropriate. And, we 
repeat this process until we develop a model that satisfies all the diagnostic 
tests, or we can conclude that there is no relationship between Y and the 
set of explanatory variables that we have considered.



why can't diagnostic test be carried before parameter estimation?

The reason is that most of the diagnostic test uses the estimated value of Beta. So, 
since, they need the estimated value of Beta, we cannot use diagnostic test before 
we estimate the parameters. So, that's the reason why we do the diagnostic test 
once we have estimated the regression parameters.

In Simple Linear Regression, we have one explanatory variable. So, first thing is to check what 
is explanatory variable that we are using. For example, in case of die-another-day hospital, my 
explanatory variable could be the weight of the patient, right? And then, I had to specify the 
nature of the relationship between the explanatory variable and the response variable. So, in 
case of dieanother-day hospital, that is a total cost of treatment. So, my Y is total cost of 
treatment and my X is weight. So, I'll write the functional form Y equal to β0 plus β1X1. So, 
this is basically what we assume. We assume that there is a relationship in the population, 
and there is a population parameter, β0 is the intercept, and β1 is the slope of that function. 
And, this is what we assume in the population. So, what we are trying to do is we have a 
sample data, and we try to estimate β0 and β1 using that sample data. Now, before we go and 
do that, we make large number of assumptions.



And, I'm going to talk about only the most important assumptions here. 
The first assumption is that the error follows normal distribution or the 
residuals follow normal distribution. The second important assumption is 
that for different values of X, so, if I have to speak about the DID case, for 
different values of body weight, the variance of εi or the residuals is 
constant. So, this is called homoscedasticity. If the variance is not constant, 
then it is called heteroscedasticity. We also assume that there is no multi-
collinearity. This is valid only when we have multiple linear regression. This 
basically assumes that when we have more than one explanatory variable, 
there is no high correlation between those explanatory variables. And, the 
last important assumption is that there is no autocorrelation between two 
ε values. So, this is valid when were are talking about a time series data.



what will happen if the error does not follow normal distribution?

Now, for parameter estimate itself we don't need that assumption. But, if it is 
not a normal distribution, some of those hypotheses tests which we will be 
doing as part of diagnostics may not be valid. For example, to check whether 
the Beta is significant or not, or the regression coefficient is significant or not, I'll 
do a T-test. So, if my error is not a normal distribution, then the statistic I derive 
may not be a T-distribution. So, my diagnostic test or hypotheses test is not 
valid.

Multi-collinearity is valid when we have more than one explanatory variable. 
Now, what it does is, it destabilizes the model. We cannot trust the Beta 
coefficients, and also we may remove one significant variable from the model 
itself. So, it has lot of impact, and we are going to discuss this in detail when we 
come to Multiple Linear Regression.

what would be the impact of multi-collinearity?



In linear regression, the estimation of parameter is done using a technique called 
Ordinarily Square. So, if you look at regression model building, we start with a 
population and belief about that population. So, we assume that there is relationship 
that exists. So, if I go back to DAD case, we assume that the treatment cost is related to 
the body weight. But, we don't have the entire population. But, we have a sample. So, 
now, using this sample I have to estimate the population parameters which are β0 and 
β1. Now, the question is, "What kind of logic I can use?" So, if you look at β0 and β1Xi, 
we can prove that this is nothing but the expected value of Y for a given X. So, the error 
is difference between the estimated line and the actual value. So, since E (Y|X) = ^ 0 + 

^ 0X1, if you add the error which is deviation from the mean, they will all add up to 
zero. So, we cannot say that we'll just look all the errors and then try to minimize. So, to 
overcome this, what we do is we take square of those errors. So, here, I've written that 
ε1 2 , ε2 2 , and all that. So, for the entire observation I have the line, I calculate the 
error from that line, and square that and try to minimize that. So, that's called least 
squares method



what will happen if we use absolute error values?

Why should I use the square of error? Because, if the problem is that, if I add just the error then 
it'll add up to zero. Why can't I use the absolute value of error? Now, I'm going to talk about this 
later. The primary reason is that we can mathematically prove that if we use ordinarily square, 
we get unbiased estimate. So, I'm going to talk about that later. So, when we try to estimate, 
we are looking at sum of squared errors. So, which is the εi 2 for the entire sample data I have. 
So, that's given in the first equation. And, this is a classical optimization now. So, what we do is 
we take the partial derivative with respect to those two parameters. First with β0 and with β1. 
So, I have those equations below that. And, I equate that to zero and solve those equation. So, 
basically, what I have is system of two linear equations. So, when I solve that, I get the estimate 
of β1 as ^ 1=∑( ∑(𝑋𝑖 − X)(𝑌𝑖 − 𝑌) ∑(𝑋𝑖 − 𝑋) 2 ) So, that’s the estimate of β1. And, now, I can 
substitute this in the first equation. I'll get β0 estimate. So, the β0 = Y _ - ^ 1 X _ . So, I have, 
now, estimate of β0 and β1. And, if it satisfies all the diagnostic test, I can go and use this 
regression model. 
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