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Before we come and discuss regression, let us look at a famous quote by Ronald Coase.
He said, "If you torture the data long enough, it will confess." And, regression is one of
the techniques that is frequently used to make the data confess. Let us look at a few
interesting hypotheses, which people have come up with. The first one says, “Good
looking couples are more likely to have girl child." Personally, I like this hypotheses
because | have a daughter, and at least statistically, I'm good looking. The next is
vegetarians miss fewer flights, women use camera phone more than men, lefthanded
men earn more money, smokers are better salespeople, and those who whistle at
workplace are efficient. Now, organizations use these hypotheses to add value. For
example, let us look at women use camera phone more than men. If there is a
company which makes cellphones; now they can target women and claim that those
phones are great for taking photos. And, similarly, smokers are better salespeople. If a
company is looking for salespeople, then in the interview they can ask whether they
smoke. So, this is how some of these hypotheses are actually used.
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Regression is one of the techniques and also one of the powerful techniques. But, they
may have used simple hypotheses testing techniques such as Z-test, or T-test, or F-test,
and so on. So, we don't know, really, how they actually prove these hypotheses. Now, let
us look at what is regression. Regression is a tool for finding existence of an association
relationship between a dependent variable (Y) and one or more independent variables in
the study. The relationship can be linear or non-linear. Regression is a statistical
relationship. So, we had to understand the difference between a mathematical
relationship and a statistical relationship. Let us look at a mathematical relationship. We
have Y = BO + B1X. So, what do we mean by that? If we know the value of X, we can
predict the value of Y exactly, whereas in a statistical relationship, we'll have the
relationship as Y = B0 + B1X + €. So, here with the knowledge of X, we'll not be able to
predict the value of Y exactly. There will be always some error.
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Let us come back and see the nomenclature used in regression. We call a dependent
variable or a response variable that measures outcome of a study, also called outcome
variable. In the case of die-another-day case, the total cost of treatment is a response
variable or outcome variable. And an independent variable or explanatory variables
explains the changes in the response variable. So, if you want to understand why the
total treatment cost changes, we may have to look at the variables like the patient's
height, weight, and the past medical history. So, with that information, we believe that
we may be able to tell the value of outcome variable. Regression often sets the values
of explanatory variable to see how it affects the response variable. It is important to
understand that regression model establishes existence of an association between two
variables, but not causation. This is very, very important for the students to
understand.
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Now, there are techniques like counter factual models and graphical models that can
be used for establishing causal relationship. But, we're not going to look at those
techniques in this particular course. Here, | have given a table which basically gives us
a list of different names used to represent Dependent Variable and Independent
Variable. It is also important to understand that dependent variable doesn't mean
that it depends on the values of independent variable. Just name that we use in a
regression model. And also, regression is not designed to capture causality. The
purpose of regression is to predict the value of dependent variable given the value(s)
of independent variable(s).
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Regression is one of the most frequently used tool in predictive analytics, and let us see why.
Whenever we talk about companies, they use many different key performance indicators.
So, key performance indicators such as market share, or if | have to use specific example, in
case of dieanother-day hospital, they were interested in finding the total cost of treatment.
So, you take any organization, there will be a list of key performance indicator. And | will like
to know, how these KPIs are affected because of changes in some other factor. So, that's
why regression is very important. Let us look at some specific examples under different
functional areas of management. When we talk about finance, Capital Asset Pricing Model is
an important model, which everybody uses, and at this nothing but a regression model non-
performing assets, probability of default, chance of bankruptcy, and credit risk. Many times,
people use regression to find these KPIs. When we talk about marketing, people like to
know what will be the sales and what will be the market share, customer satisfaction,
customer churn, customer retention, and customer life time value.
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These are important measures in marketing and, again, researchers use regression to
calculate or predict these values. In Operations, things like inventory requirement,
productivity, and efficiency, again, this can be calculated or predicted using regression
model. In HR or Human Resource Management, things like job satisfaction and attrition
can be understood using regression model. For example, company may like to know
which employees likely to churn. So, they can develop regression model to find out what

is the risk associated with the employee that he or she may likely to churn in the near
future.
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You must have read the caselet die-another-day hospital. In that, the protagonist is
interested in knowing what will be the treatment cost at the time of admission for a patient.
Now, to find the treatment cost or to predict the treatment cost, they used factors like age,
weight, past medical history, or even if there are blood reports, they can use the information
from the blood report to predict the total treatment cost in that case. Now, there are large
number of applications. So, let me give you few more generic examples how regression is
used. For example, if we are talking about marketing in detail, questions like how to improve
success probability of a new product, what is the impact of food label on purchase decision,
which promotion is more effective. So, some of these questions can be answered using
regression models. These are few examples from banking and Finance: What is a risk
associated with a customer? Which customer is likely to default? What percentage of loans
is likely to result in a loss? And, how to identify most profitable customer? There are large
number of such questions. One can find answer to those questions using regression model.
That's why regression is one of the most popular tools in predictive analytics.
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SUMMARY OUTPUT

Regression Statistics

Multiple R 0.213802259
R Square 0.045711406
Adjusted R Square 0.037624214
Standard Error 0.397565779
Observations 120
ANOVA
df SS MS F Significance F

Regression 1 0.893397727 0.893397727 5.652321465 0.019039702
Residual 118 18.65090874 0.158058549
Total 119 19.54430647

Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%
Intercept 11.80404812 0.180542158 65.38111796 1.55176E-94 11.44652549 12.16157074  11.44652549 12.16157074
Body Weight 0.007477239 0.003145052 2.377461139 0.019039702 0.00124918 0.013705299 0.00124918 0.013705299
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In case, you find any difficulty in understanding
the concepts of lecture, please feel free to contact.

Dr Mamta Gaur
9891121396

mamtagaur@galgotiasuniversity.edu.in
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