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Review of Probability Theory

Independence between events

o N events are statistically independent if the intersection of the events
contained in any subset of those N events have probability equal to
the product of the individual probabilities

@ Example: Three events A, B and C are independent if:
P(ANB) = P(A)P(B), P(ANC) = P(A)P(C), P(BNC) = P(B)P(C)

P(AN BN C) = P(A)P(B)P(C)
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Random Variables

@ A random variable (rv) is a function that maps each w € Q to a real
number.

X Q>R
w — X(w)

@ Through a random variable, subsets of Q are mapped as subsets
(intervals) of the real numbers.

P(X el)=P{w|X(w) € 1})
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Random Variables

@ A real random variable is a function whose domain is Q and such that

o for all real number x, the set A, = {w|X(w) < x} is an event.
o P(w|X(w)==+o00)=0.
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Review of Probability Theory

Cumulative Distribution Function

Fx : R—][0,1]
X = Fx(x) = P(X < x) = P(w|X(w) < x)

Fx(o0) =1

Fx(—00) =0

If x1 < x2, Fx(x2) > Fx(x1).

Fx(x*) = limc0 Fx(x + €) = Fx(x). (continuous on the right side).
Fx(x) = Fx(x7) = P(X = x).
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Types of Random Variables

o Discrete: Cumulative function is a step function (sum of unit step
functions)

Fx(x) = Z P(X = x;)u(x — x;)

where u(x) is the unit step funtion.

@ Example: X is the random variable that describes the outcome of the
roll of a die. X € {1,2,3,4,5,6}
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Types of Random Variable

@ Continous: Cumulative function is a continous function.

@ Mixed: Neither discrete nor continous.
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Probability Density Function

o It is the derivative of the cumulative distribution function:

px(x) = 5 Fx(x)

o [*  px(x)dx = Fx(x).

® px(x) = 0.

o [% px(x)dx=1.

° fa px(x)dx = Fx(b) — Fx(a) = P(a < X < b).
o P(Xel)= [ px(x)dx, I CR.
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Discrete Random Variables

@ Let us now focus only on discrete random variables.
@ Let X be a random variable with sample space X

@ The probability mass function (probability distribution function) of X
is a mapping px(x) : X — [0, 1] satisfying:

D px(x) =1
XeXx

@ The number px(x) := P(X = x)
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Review of Probability Theory

Discrete Random Vectors

o Let Z =[X, Y] be a random vector with sample space Z = X x )

@ The joint probability mass function (probability distribution function)
of Z is a mapping pz(z) : Z — [0, 1] satisfying:

D> opz(2)= Y pxv(xy) =1

ZeZ X,y xY

@ The number pz(z) :== pxy(x,y) =P(Z=2)=P(X =x,Y =y).

Course: Information Theory and Coding Course Code: BCSE3087 Dr. Saurabh Kumar Srivastava



School of Computing Science and Engineering

Review of Probability Theory

Discrete Random Vectors

e Marginal Distributions

px(x) =Y pxv(x,y)

yey
py(y) =D pxv(x.y)
xeX
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Discrete Random Vectors

o Conditional Distributions

o PXY(ny)
leY:y(X) - py(y)
PY\X=X(Y) = p)g((—();,)y)
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Discrete Random Vectors

@ Random variables X and Y are independent if and only if

pxy (x,¥) = px(x)py(y)

@ Consequences:
Px|y=y(x) = px(x)

pY|X=X(y) = py(y)
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Review of Probability Theory

Moments of a Discrete Random Variable

@ The n—th order moment of a discrete random variable X is defined as:

EX" = x"px(x)
xeEX
e if n =1, we have the mean of X, mx = E[X].

@ The m—th order central moment of a discrete random variable X is
defined as:

E[(X = mx)™] = > (x = mx)"px(x)

xeX

e if m =2, we have the variance of X, o%.
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Review of Probability Theory

Moments of a Discrete Random Vector

@ The joint moment n—th order with relation to X and k—th order with
relation to Y:

Mpk = E[X"Yk] = Z ZX"YkPXY(X,Y)
xEX ye)

@ The joint central n—th order with relation to X and k—th order with
relation to Y:

fink = E[(X—=mx)"(Y—my)K] == Z Z(X*mx)n(J’*mY)kPXY(X’ y)
xeX yey
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Review of Probability Theory

Correlation and Covariance

@ The correlation of two random variables X and Y is the expected value
of their product (joint moment of order 1 in X and order 1 in Y):

Corr(X,Y) = mi1 = E[XY]

@ The covariance of two random variables X and Y is the joint central
moment of order 1 in X and order 1 in Y:

Cov(X,Y) = p11 = E[(X — mx)(Y — my)]

e Cov(X,Y)= Corr(X,Y)— mxmy
o Correlation Coefficient:
~ Cov(X,Y)

OX0y

PXY -+ —1<pxy <1
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