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What is Neural Network ?

= AnArtificial Neural Network (ANN) is an information processing paradigm

that is inspired by the way biological nervous systems, such asthe brain, process
Information.

= [t consists of large number of highly interconnected neuronsinitto carry
Information.

= ANNSs learn by example which we given asthedata’s.

= EX: Pattern recognition or data classification, through alearning process.
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Neural Network

* Neural Network: A computational model that works ina similarway to the
neurons in the human brain.

« Each neuron takes an input, performs some operations then passes the output to
the followingneuron.

input layer
L hidden layer 1 hidden layer 2 J
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Why use Neural Network?

= Neural networks, with their remarkable ability to derive and detect trends that
are too complex to be noticed by either humans or other computer techniques.

= Atrained neural network can be thought of asan "expert" in the category of
Information it has been given to analyze.

= Other advantagesinclude:
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= Adaptive learning: Anability to learn how to do tasks based on the
data given for training or initial experience.

= Self- Organization : An ANN can create its own organization or representation of the
information it receivesduring learning time.
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History and Evolutions:-

= Neural network simulations appear to be arecent development.
However, this field was established before the advent of computers, and
has survived at least one major setback and several eras.

= |n 1943, neurophysiologistWarren McCulloch and mathematician
Walter Pitts wrote apaper on how neurons might work.

= Thefirst multi-layered network was developed in 1975, an
unsupervised network.
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Anengineering approach:

SIMPLENEURON:

= Anartificial neuronisadevice with many inputs and one output.

= The neuron has two modes of operation; the training mode and the using mode. In the
training mode, the neuroncan be trainedto fire (ornot), for particular input patterns.

= Inthe using mode, when ataught input pattern isdetected at the input, its associated
output becomesthe current output.

= |f the input pattern does not belong in the taught list of input patterns, the firing rule
Isusedto determine whether to fire or not.
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Artificral Neuron:
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Architecture of Neural Network

NETWORKLAYER:
=  Thecommonesttype of artificial neural network consists of three groups, or layersof units:

= alayerof "input" units isconnectedto alayer of "hidden" units,
which isconnected to alayer of "*output™ units.
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TYPESOF NEURONS:

= Feedforward Neural Network— Artificial Neuron

= Radial basis function Neural Network

= KohonenSelfOrganizing Neural Network

= RecurrentNeural Network(RNN)— Long ShortTerm1Memory
= Convolutional NeuralNetwork

= Modular NeuralNetwork
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Conclusion:

=  Thecomputing world hasalot to gain from neural networks.

Theirability to learn by example makesthem very flexible and powerful

= Theyarealsovery well suited for real time systems
= Neural networks also contribute to other areas of research suchas neurology andpsychology

= Finally, I would like to state that eventhough neural networks have a huge potential we will only get
the best of them. when they are integrated with computing,Al, fuzzy logic and related subjects.
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