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Session 36 - Objective

Predicting Employee Performance using SPSS



Recap
• HR measurements can be done with metrics, analytics and predictive analytics by using big data.

Understanding the process of using these requires specialized skills and knowledge on various statistical
tools for developing suitable algorithm.

• To develop predictive models for HR decisions, right at the beginning, we critically study the data
volume.

• Predictive analytics can be used as a critical HR decision-making tool duly diagnosing the underlying
problems. To develop a predictive model, it is important to select the appropriate predictor variables.
This requires HR managers to understand which predictor variables can have potential effect on specific
HR issues.

• The success of HR analytics and predictive modelling of HR decisions largely depends on the use of
statistical tools combining HR and business data. Relating HR with business data can churn out
information on customer satisfaction, market share trend and nature of products sold, e.g., premium
products, mass products and so on.

• Predictive analytics extract information from raw data and make use of the same to predict the future
pattern of behaviour or trends for getting better insights into HR decision-making. Broadly, predictive
analytics tools are divided into regression techniques and machine learning.



Concept discussion -Predicting Employee Performance using SPSS 

• Organizations are more performance driven to sustain in competition. Individual, team and
organizational performances are now constantly measured and used as critical inputs for major
decisions pertaining not only to employees but also business and strategy framing.

• Using HR analytics, organizations predict the future performance; identify who are the high-
performing employees, who can have critical role in improving team performance; driving
organizational performance and so on.

• Also, such predictive measurement of employees’ performances helps in making investment
decisions for learning and development on those employees who are chronic underperformers.
Using HR analytics, we can predict performance and take decisions that are more accurate and
business driven.

• For an HR manager, the first challenge here is to decide what sort of performance he/she will be
predicting.

• Although we naturally assume that the annual performance rating data are adequate for us to
predict the future performance, but this can only help us in getting a partial view.

• We have many other performance indicators that are capable of providing useful information.



Concept discussion 

• For example, for predicting future team performance, we need to measure team function, competence of a
team leader, attitude of individual team members, team engagement, customer feedback, customer loyalty,
repeat business from customers, employee turnover rate in a team and so on.

• Similarly, for predicting the future individual performance, in addition to individual performance rating, we
need to study behaviour rating, sales performance figures, individual customer feedback, peer feedback,
gender, age group, sickness absence, job satisfaction, person–organization fit, compensation and benefits,
perceptions on organizational equity and justice and so on.

• But operationally, many organizations may not have all these data sets. Obviously, in such cases, we have to
restrict our predictive performance analysis based on the available data set in organizations.

• As performance measures widely vary across organizations, we cannot have any universal approach to
collect performance data.

• In many organizations, customer satisfaction data may not be considered as the performance measure, so
also the sickness absences, attrition data and employee engagement score.

• But all these have direct bearing on organizational performance.

• Hence, once we are capable to churn these data, we can encapsulate these in our predictive analysis.



Process of Analysis

• For performance analysis, we need to look into the relationships and predictors. Some of the points for
our line of enquiry are as follows:
• Characteristics of top individual and team performers
• Investment on the training and development of these top performers
• Key employee characteristics, capabilities and attributes of top performers

• To answer all the aforementioned points, we need to do multiple linear regressions.

• It can help us to analyze the number of independent variables, such as gender, age, team leader,
country location and so on, and predict a dependent variable (e.g., performance level) by developing a
‘best-fit’ model.

• The multiple linear regressions will tell us the proportion of variance in the dependent variable that is
accounted for by all the independent variables collectively and also can indicate which independent
variable has a significant impact on the dependent variable, and the relative emphasis of each
dependent variable.

• As the process of doing multiple linear regressions has been understood from a NPTEL course
Predictive or any statistics book, we are not discussing the process here, rather focusing on data
collection and analysis for predicting the future performance level of employees.



Based on our imaginary data sets (see the Annexure: Employee Data Set), we can perform the following multiple

linear regressions:

• Predicting the individual performance level combining performance ratings data, employees’ record of

sickness

• Predicting the individual performance level with performance ratings data, sickness records and customer’s

loyalty

• Predicting the individual performance level with performance ratings data, sickness records and attitude of

employee

• Predicting the individual performance level with performance ratings data, sickness records and employee’s

profile

This is a tentative description of multiple linear regressions that can be done in a hypothetical situation. Depending on the

availability of the data sets and understanding how several factors can influence employees’ performance, we can have even

more multiple linear regressions to build our predictive model. As our purpose is to explain how predictive modelling for

decision-making can be done by using SPSS, we will explain with a specific case of predicting employees’ performance level

and retention (dependent variables) in relation to some independent variables.



We have to analyze based on the imaginary data sets. Ideally, however, in a real-life situation, for this type of analysis, we collect

some inputs from employees’ through survey and some inputs from the existing data sets available in the organization. Our

purpose here is to understand what factors can be attributed as important for employees’ performance and retention. For this

example, we have created imaginary data sets of 100 employees working in a hypothetical company. For each employee, we have

the following seven survey questions: four of these questions are pertaining to employees’ performance level issues and the rest

three to understand how loyal they are to their organization.

The first phase of the four questions which are intended to measure the performance level in terms of employees’ competence and skills are as

follows:

• Understanding job (Sat 1)

• Functional autonomy (Sat 2)

• Frequency of interaction with boss (Sat 3)

• Use of technology in job (Sat 4)

Using a scale of 1–5, employees were asked to indicate their responses against the aforementioned questions, where 5 indicates

highly satisfied and 1 indicates unsatisfied.



Similarly, the next three questions were asked to measure the likelihood of their retention, again using a scale of 1–5, except in case

of gender, as follows: Data sets, represent imaginary responses from 100 employees

• Engagement with the organization (Eng)

• Competitive compensation and benefits (Ccb)

• Gender (1 for female and 2 for male)

Looking at the problem, we can see that we have two dependent or outcome variables and seven independent or predictor variables.

Our predictive analysis will help us in understanding whether the organization, by bringing change in predictor variables, can

improve employees’ performance levels and retention. Our regression model will look as follows:

The performance level = a + b1 (understanding job) + b2 (functional autonomy) + b3 (frequency of interaction with boss) + b4 (use

of technology in job).

Similarly, for employee retention, our model will be as follows:

Employee retention = a + b1 (engagement with the organization) + b2 (competitive compensation and benefits) + b3 (gender, i.e., 1

or 2).



Now we need to fit these data sets in SPSS, selecting ‘Analyze’, ‘Regression’ and ‘Linear’. Then, we set the

‘performance level’ as a dependent variable and four predictor or independent variables, mentioned earlier. The same

is repeated for predicting employee retention. This is explained using the following screenshots of SPSS





After arranging data in SPSS (importing from the appended excel

sheet), we then click ‘OK’ to get the output. In our case, output is The summary of the model -R-square is 0.055.

R-square is the square of the multiple regression

coefficients between the dependent and predictor

variables together. So, the greater the R-square,

the more the predictor variables are jointly

predictive about the dependent variable. Multiply

it by 100, it tells the % of variance in dependent

variable,(accounted for by other variables). More
technically, it is percentage of variance
accounted for in dependent variable when
taking into account its shared linear relationship
with independent variables (interrelationships
between the independent variables). So, in this
case, the R-square is 0.055, and thus we can say
that 5.5 percent of variance in expressions of
the performance level is accounted for by the
particular combination of predictor variables.



Looking at the ANOVA table, we can understand

how well this model predicts variation in the

performance level. Here, the regression ANOVA F-

value is 1.393 with total degrees of freedom of 99.

Although such statistical significance can be

interpreted from a statistical table commonly

available in any book on statistics, here we could get

it from SPSS directly. Here, SPSS has calculated the

statistical significance for us to be 0.242 (at 5

percent level of significance). So, we can say that

the significance level reached has a p-value of 0.242,

which means there is less than about 24 percent

chance that we would find this pattern of shared

variance (between the performance level and the

other survey questions) by chance alone. Therefore,

our model is not significant, as the data set used is

imaginary.



Had the model being significant from the ANOVA outcome, we could understand

• Which of our independent variables have a significant impact on the performance level,

• To what extent and also in

• What direction (i.e., some may potentially improve the performance while others may decrease it).

Using our knowledge of the levels of significance and looking at the right-hand column of the table (the

coefficients table), it appears that four of the predictor variables could not significantly predict the performance

level.

The data sets used for this analysis are imaginary and used only to explain analytical process.

But from this example and with the actual data, it would be reasonable to make the recommendation to invest in

helping employees to better understand their jobs, similarly giving more functional autonomy and enhancing the

frequency of interaction with boss.Likewise, we can also predict the employee retention in relation to

engagement with the organization, competitive compensation and benefits, and gender.
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