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ABSTRACT 

 

In today’s era, with the increase of digital information at a rapid pace, there has been a 

tremendous change in the World Wide Web which urges the researchers to find different ways to 

manage this enormous flow of information and help in satisfying the need of the user. It has been 

observed that the core component of any search engine is the ranking framework that helps to 

improve the result quality by ranking the web pages based on user queries. A good ranking 

model should incorporate diverse measures that ameliorate the result quality and should not stick 

to a single measure. In the Information Retrieval process, the process of ranking can be enhanced 

by incorporating process of content similarity and link analysis both. In coming years, it has been 

observed that various nature-inspired ranking algorithm can be used which integrate different 

measures and help to optimize the quality of the result obtained. Search techniques that are 

inspired by nature are referred as evolutionary algorithms and are regarded as a population-based 

stochastic algorithm. The development of various approaches helps in retrieving the information 

efficiently and in this regard nature-inspired algorithms like Swarm Intelligence, Genetic 

Algorithm play a major role. In ranking, we associate web pages stored in the repository in order 

of preference, so that the pages which have high similarity index according to the user query are 

ranked in higher-order in comparison to other web pages. For any search engine, ranking 

algorithm is considered as an indispensable part which overall effect the processing result. In 

minimum possible time, the most beneficial results should be displayed by the ranking 

algorithm. The intention of my research work is to optimize the ranking algorithm using different 

measures that will facilitate the Information Retrieval process thereby help the user in retrieving 

the relevant information in minimum time duration.  

It has been observed that to perform ranking the huge number of pages in the corpus has to be 

processed which occupy maximum time for computation and retrieval and thus lower the speed 

and time of retrieval. Clustering or grouping of web pages based on certain conditions helps to 

make small clusters. This grouping of web pages will help in performing computation easily and 

enhance the retrieval rate. With the flow of online streaming of data at an exponential rate, the 

traditional Informational Retrieval techniques are becoming inadequate for handling the large 

volume of data so better strategies can be adopted which can also include some nature- inspired 
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algorithms that assist in optimizing the process thereby enhances the retrieval effectiveness. A 

simple query issued by user generates loads of web pages having both relevant as well as 

irrelevant content. It has been observed that in some cases irrelevant pages are given more 

importance and thus ranked higher in the hierarchy providing inaccurate results. Search engines 

normally use a content-based approach that cannot be considered a single criteria that help in 

ranking the web pages as the content can be manipulated to enhance the ranking of the web page. 

Similarly, for ranking web pages focusing only on the link-based approach is also not 

appropriate as most of the ranking algorithms use only a link-based approach as sometimes links 

are induced only for navigational purposes or to increase the weightage of a page. In this regard 

hybrid approach can be used for enhancing efficiency. 

The research aims to ameliorate the competence of the ranking algorithms that help the user in 

ranking their web pages according to the query generated efficiently in less time-bound. An 

approach has been proposed for ranking the retrieved documents where the web pages are 

initially grouped on basis of certain condition so that irrelevant pages can be removed during the 

ranking process which assists in minimizing the computational complexity of the process and 

help in retrieving page in less time. Using nature-inspired algorithms like the Genetic Algorithm 

and Artificial Bee Colony a novel technique is proposed to optimize the ranking algorithm by 

ranking the web pages. To incorporate the hybrid formulation of the content-approach and 

structural approach, a new ranking algorithm is devised that not only consider the density of 

terms of the user query, but also handle the link structure among the web pages. The hybrid 

approach helps in ranking the web pages more efficiently. 

It has been observed that using the proposed approach the iterations required to achieve the 

target is minimized tremendously. As the number of iterations is decreased, it not only helps in 

lessening the process computational complexity but also helps in achieving the result in less 

time-bound. The proposed ranking algorithm while using certain clauses, remove irrelevant 

pages during the initial phase of the ranking process, which overall reduces the load. It has been 

found that while comparing the algorithm with other standard algorithms like PageRank an 

improvement in mean average precision for the proposed approach is obtained. By using various 

evaluations measure for accessing the ranking quality it has been observed that by using the 

nature-inspired optimization technique for ranking the web pages, it helps in increasing the 

Normalized Discounted Cumulative Gain value. 
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CHAPTER 1 

 

INTRODUCTION 

In this chapter, an interaction of the work is provided. The organization of the chapter is 

as under. The motivation for the proposed work is given in Section 1.1 and Section 1.2 

provide the problem statement. In the next section 1.3, the relevance of the work is 

highlighted. In Section 1.4, the outline of the dissertation is specified. 

Ranking is considered as a major task in the Information Retrieval procedure. Ranking is 

regarded as the backbone which helps in arranging the documents in relevant order as 

specified by the user query. 

With the increased volume of documents on the web, the researchers are faced with the 

challenge to locate their documents of interest. Different algorithms are being proposed 

to accomplish this task. It has been found out that millions of web pages are added daily 

and this explosive growth of web pages places huge pressure on the search engines which 

uses different algorithms for classifying and retrieving the much-needed information in 

stipulated time duration. 

In ranking, we associate web pages stored in the repository in order of preference, so that 

the pages which have high similarity index according to the user query are ranked in 

higher-order in comparison to other web pages. For any search engine, ranking algorithm 

is considered as an indispensable part which overall effect the processing result. In 

minimum possible time, the most beneficial results should be displayed by the ranking 

algorithm. 
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1.1 Motivation 

Searching and retrieving information in a scenario is a quite difficult job where 

information keeps on changing frequently with time. The selection of an optimal ranking 

strategy is a challenging task, as the current ranking measure sometimes does not provide 

promising results according to the need of the user, so finding a ranking strategy that 

satisfies the current need motivated us to find a new ranking algorithm. 

With the flow of online streaming of data at an exponential rate, the traditional 

Informational Retrieval techniques are becoming inadequate for handling the large 

volume of data so better strategies can be adopted which can also include some nature-

inspired algorithms that assist in optimizing the procedure and enhance the competence 

of the retrieval process. 

User generated query produces abundance of web pages having both relevant and 

irrelevant content. It is observed that in some cases irrelevant pages are given more 

importance and thus ranked higher in the hierarchy providing inaccurate results. Search 

engines normally use a content-based approach which cannot be considered as the only 

via media for web pages ranking as the content can be manipulated to enhance the 

ranking of the web page. Similarly focusing only on the link-based approach is also not 

appropriate as most of the ranking algorithms use only a link-based technique for web 

pages ranking as sometimes links are induced only for navigational purposes or to 

increase the weightage of a page. In this regard hybrid approach can be used for 

enhancing efficiency. 

For retrieving information from the web, the search engine plays a vital role which helps 

to retrieve relevant web pages. In the process of retrieving, certain irrelevant pages are 

also retrieved which cannot be avoided, so new measures have to be employed that help 

in minimizing retrieval of irrelevant web pages. The activities on the web are evolving 

both in volume and in heterogeneity and in turn, increase the utilization of the search 

engine. It has also been observed that to perform ranking, the huge number of pages in 

the corpus has to be processed which occupy maximum time for computation and 

retrieval and thus lower the speed and time of retrieval. Clustering or grouping of web 
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pages based on certain conditions helps to make small clusters. This grouping of web 

pages will help in performing computation easily and enhance the retrieval rate. 

The key motivation of my research work is to investigate different techniques and 

algorithms that ease the process of retrieval, as in the information retrieval system, 

ranking algorithms observed as the backbone that is the main focus of my research. By 

using a suitable ranking algorithm we can ease the process of retrieval that helps to boost 

the precision of the retrieval system thereby enhance the work of retrieving relevant 

documents for a particular query. The information present on the web is considered a 

useful resource for users to access distinct kind of information according to their 

preferences. 

The proposed system first presents an outline of the various ranking algorithm, by 

analyzing their strength and weakness and propose a new ranking algorithm with certain 

new features for ranking web pages easily and satisfy user need in minimum time 

duration. Different measures have been employed for ranking the web page like Nature 

Inspired - Genetic Algorithm and Artificial Bee Colony Algorithm which assist in 

minimizing the computational complexity of the ranking procedure. 

 

1.2 Problem Statement 

With the increase of digital information at a rapid pace, there has been a tremendous 

change in the World Wide Web which urges the researchers to find different ways to 

manage this enormous flow of information and help in satisfying the need of the user. It 

has been observed that the core component of any search engine is the ranking 

framework that helps to improve the result quality based on user queries by ranking the 

web pages. A good ranking model should incorporate diverse measures to ameliorate the 

quality of the result and should not stick to a single measure. It can be pointed out that the 

Information Retrieval process can be improved by incorporating content mining and link 

analysis. 
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Various nature-inspired ranking algorithm is used which integrate different measures and 

help to optimize the quality of the result obtained. Evolutionary algorithms are 

exploration techniques inspired by nature and are regarded as a population-based 

stochastic algorithm. Different global optimization algorithms like Genetic Algorithm, 

Differential Algorithm, Particle Swarm Optimization, Ant Colony Optimization, and 

Artificial Bee Colony are used for searching and ranking purpose. To solve computer-

related problems evolutionary computational models play a major role. They are used in 

many learning tasks and in many cases are considered as optimization techniques for 

solving the problems. 

The work in the thesis aims to help the user in ranking their web pages according to the 

query generated efficiently in less time-bound. The proposed work helps in ranking the 

retrieved pages where the web pages are initially grouped on basis of certain condition so 

that irrelevant pages can be removed during the ranking process. It minimizes the 

computational complexity of the procedure and help in retrieving page in less time. 

Nature-inspired algorithms like the Genetic Algorithm and Artificial Bee Colony are 

employed to optimize the ranking algorithm which helps to rank the web pages. A hybrid 

formulation of both the content-approach and structural approach is used that not only 

consider the density of terms of the user query, but also handle the link structure among 

the web pages. The hybrid approach helps in ranking the web pages more efficiently. 

 

1.3 Relevance of the Work 

On the web, there is a great challenge to maintain the up-to-dateness of data so that the 

exact information can be retrieved easily. Most of the users on the web are laypersons 

that do not possess the correct knowledge to formulate their queries so that the correct 

information can be obtained. The information stored should be properly indexed and 

ranked so that the user can get the result of their query in a limited time constraint. 

Users normally suffered a lot for accessing the desired information and it is the task of 

ranking algorithm to prioritize the result obtained so that the need of the user can be 

satisfied. Ranking algorithms that focus only on link structure does not provide relevant 
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results because they ignore the content within the pages and sometimes also suffer from 

proper feedback mechanism. 

Users normally viewed 10-15 results based on their queries, so an efficient ranking 

system should produce a finite number of ranked pages that satisfy the quest of the user. 

Ranking has a major part in simplifying the interaction of the user with the obtain results 

by ordering the result of web pages.  Relevancy is prime factor in the Information 

Retrieval System that helps in document ranking based on the needs of the users. 

Optimization techniques make use of available resources and help in finding the best 

solution without disturbing the desired conditions. For solving high-dimensional problem 

nature-inspired optimization techniques are more preferred in comparison to classical 

optimization methods. Various optimizations algorithms are present that helps in dealing 

with the complexity of the real-world. 

For providing efficient results the ranking algorithms are tested on different datasets and 

it has been discovered that on using the proposed approach the number of iterations 

required to achieve the target is minimized tremendously. We can not only minimize the 

computational complexity of the procedure by limiting the number of iterations, but we 

can also achieve the result in less time-bound. By including certain clauses in the 

algorithms it removes irrelevant pages during the initial phase of the ranking process, 

which overall reduces the load and decreases the computational complexity of the 

process. It is observed that the given work when compared with other standard algorithms 

like PageRank, improves the mean average precision. The various evaluations measure 

for accessing the ranking quality is applied to the proposed work and it is observed that 

nature-inspired optimization technique used for web pages ranking help in increasing the 

Normalized Discounted Cumulative Gain value. 

The first contribution of the thesis is the scRank algorithm that computes the cumulative 

weight of the nodes by considering the link structure and cumulative weight of web pages 

by considering the content of the web pages concerning the query before applying the 

scRank algorithm. 
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The second contribution of the thesis is the gRank algorithm that uses the Genetic 

Algorithm for web page ranking where fitness and probability of the pages is evaluated, 

and by monitoring the higher fitness value pages are ranked.  

The third contribution of the thesis is BeeRank algorithm that considers the user query as 

bee which goes from page to page and collects its desired content from the web page 

which has the max quantity of the user query and thereby, calculates the rank value which 

is governed by the fitness of the food source. 

 

1.4 Outline of the Thesis 

Chapter 1 provides the Introduction, and define problem under investigation. The thesis 

includes six more chapters. 

 

In Chapter 2, a survey of the current progress in the field of Information Retrieval and 

Ranking Algorithm is presented. A short outline of various algorithms of the Information 

Retrieval process is presented and the different evaluation measures used are also 

discussed. Various forms of Web Mining Techniques like Web Content Mining, Web 

Usage Mining, and Web Structure Mining is also elaborated. This Chapter describes the 

various ranking algorithm and also describe different evaluation metrics. 

Chapter 3 contains an introduction and working on our first proposal. We propose a 

scRank algorithm that helps in clustering the web pages at the beginning of the process 

by checking the content of the web pages regarding the user query thereby eliminating 

the pages which lack proper content and also considers the structural links among web 

pages. The scRank filters the page based on different criteria as stated in the algorithm 

and computation is done for selected web pages that assist in minimizing the 

computational complexity of the process. The results are evaluated using dataset on 

Spyder platform. 

Chapter 4 contains an introduction and working on our second proposal. We propose a 

gRank algorithm that uses Genetic Algorithm for web page ranking and consider both 
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structural characteristics and content of the web pages. Fitness and probability of the 

pages are evaluated, and by monitoring the higher fitness values, pages are selected and 

genetic operators, single-point crossover, and flip mutator are applied for getting better 

results. Roulette Wheel is applied for selection which is directly proportional to the 

fitness value. The results are evaluated using dataset on Spyder platform. 

Chapter 5 contains an introduction and working on our third proposal. We propose the 

BeeRank algorithm that considers the user query as bee which goes from pages to pages 

and collects its desired content from the web page which has the max quantity of the user 

query, the pages are prioritized in order of higher fitness value and are arranged in 

BeeRank order. The given approach undertakes the structural linking and content of the 

web pages for ranking and thus enhances the efficiency of the information retrieval 

process. The results are evaluated using dataset on Spyder platform. 

Chapter 6 provides a comparative evaluation of all the three proposed algorithms with 

the basic PageRank algorithm and the results are discussed and compared using dataset 

on Spyder platform. 

Chapter 7 sketches the conclusion and Future Scope of the dissertation. 

 

1.5 Summary 

In this chapter, the fundamental issues and challenges faced for ranking the web pages 

are introduced. It also focuses on the proposed technique for extracting relevant pages by 

grouping them initially and later applying evolutionary techniques which are further 

implemented in this research work.  
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CHAPTER 2 

 

LITERATURE REVIEW 

 

This chapter provides a comprehensive background of the Literature Survey conducted 

during the thesis work. The chapter is arranged as follows. Section 2.1 gives an overview 

of Information Retrieval, Section 2.2 throws light on Information Retrieval and Web 

search and Section 2.3 presents Challenges faced in Web Information Retrieval. Section 

2.4 provides information about Information Retrieval Process and Section 2.5 provides a 

comprehensive survey of Information Retrieval Models. Section 2.6 deals with Web 

Mining and Section 2.7 deals with Web Mining Process. Section 2.8 presents an 

overview of Document Clustering and Similarity Measure. Section 2.9 outlines about 

Ranking Algorithm and Section 2.10 outlines about Connectivity-based ranking. Section 

2.11 provides a comprehensive survey of Various Ranking Algorithms while Section 

2.12 provides an overview of various Performance Evaluation Measures. Section 2.13 

outlines Optimization Techniques and gives a brief overview of the Nature Inspired 

Algorithm. 

 

2.1 Information Retrieval 

 

Information retrieval broadly deals with retrieving different data objects from a vast 

collection of data. It is an interdisciplinary science that deals with mathematics, computer 

science, statistics, etc. It mainly comprises of three subsystems that play a major role in 

the retrieval process. First is, how documents are represented, second deal with the user 

need i.e. formulation of the query part, and lastly a suitable algorithm that helps to match 

the user query with the documents being stored so that top highly relevant documents can 

be retrieved. Ranking of the documents are focused on the relevance of the documents 

that consider user query and form an integral part of Information Retrieval systems [1]. 

The process of Information Retrieval is shown in Figure 2.1[2]. 
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Figure 2.1 IRS Structure [2] 

 

Information retrieval not only deals with retrieving relevant documents for the user but 

also helps in predicting the relevancy of the content. It overall helps the user in getting 

access to the top- rated documents by properly indexing and ranking them. The broad 

area of Information retrieval covers every corner of the globe. It can be applied to digital 

libraries where the repository of work is stored and can be accessed according to the 

need. Recommender systems help the user to predict certain items of relevance based on 

the rating given for an item and normally based on content approach or social 

environment and regarded as collaborative filtering. 

Information Retrieval is normally associated with the extraction of relevant as well as 

non-relevant information. Information extraction performs the tasks of extracting relevant 

facts from documents while Information retrieval selects relevant documents. Information 

extraction works at a finer granularity level concerning Information retrieval [3]. Various 

optimization techniques like the Genetic Algorithm, Differential Algorithm, etc [4] are 

being employed that ease the process for getting an optimum value for the information 

retrieval process. 

Fuzzy systems are required to handle uncertainty as the information required by the users 

is imprecise and on many occasions the query change during the retrieval process. The 

basic procedure of Information Retrieval generally starts using a simple query that is 
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generated by the user. Based on the formal statement of the query the items are ranked 

properly, and the top-ranking items are revealed to the users [5]. 

 

2.2 Information Retrieval and Web Search 

 

The search engine has a key role in the application of information retrieval where 

information is drawn from web pages and satisfies the needs of the user. Helping users to 

retrieve documents based on relevance feedback allows easy access to information which 

is based on rating criteria. World Wide Web is a platform where users from different 

spear share their thoughts, feelings, ideas, and memories. It is a place where user can 

access documents/pages which is based on various areas of importance. It is a repository 

which constitutes information from different fields and it keeps on updating. 

The web is constituted by a large volume of data that is semi-structured and unstructured. 

Apart from this, the users who try to access information from this unstructured repository 

also creates problem using improper formulation of query and this creates a challenge for 

the search engines to maintain a balance between these two so that the need of the user 

can be satisfied. Satisfying the need of the users is the foremost role of the search engines 

which employ different tools and algorithms so that the quest of the user can be fulfilled.  

It facilitates extracting useful information according to the need of the user and possesses 

various challenges to retrieve information that is semi-structured [6]. 

Web is a repository where different sets of activities persist of varied nature like 

shopping, transaction, searching, weather report, etc. It facilitates the exploration of 

interesting facts and figures which is useful in many cases and helps the user satisfying 

their quest for knowledge. Web Information retrieval is regarded as an application of IR 

where the need of the user is not static, but dynamic and keeps on changing. It is related 

to web mining where a specific type of data is mined on basic of content, link and log 

data and retrieve user needed information.  

Web Informational Retrieval is prescribed as an application of Information Retrieval to 

the web   and is related to web mining which helps to discover interesting and valuable 

information from the web [7].  To disseminate a huge amount of information the World 

Wide Web is one of the interactive and accessible approaches. The information is 
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overloaded following the current scenario and users are drowning in the pool of 

information. Due to the flood of information, the users are facing various difficulties in 

extracting the relevant and pertinent information according to their needs. For accessing 

information, search service is employed where a simple query provides a list of pages by 

considering similarity measures. Searching create problem in providing low precision and 

irrelevant results, due to the inability to index the information the recall is found to be 

low [3]. For efficient searching and browsing, the clustered documents help to provide a 

structured format. A good model of Information retrieval helps in explaining and 

predicting relevant user needs according to user query [8]. 

 

The processing of retrieving web pages progresses through a series of steps, starting 

from crawling, extracting, matching, and finally ranking the pages as per the need of the 

query, generated by the user. Different researchers from across the globe derive various 

ways and measures, which help the user in getting their information in minimum time 

duration. In this regard, many ranking algorithms are proposed which assist to rank the 

relevant informational pages at their disposal, and irrelevant pages are discarded thus 

overall reducing the processing time also. Search engine performance is hugely 

dependent on the ranking algorithm being used [9]. In this work, ranking algorithms are 

proposed that help to filter the irrelevant pages at the starting phase of filtering and 

thereby uses different approaches to rank the retrieved result as per the need of the query. 

 

2.3  Challenges faced in Web Information Retrieval 

 

It is one of the great challenges to retrieve the relevant pages from the web so that a 

needless amount of time can be eliminated. The queries that are generated in IRs are 

usually vague and the algorithms are deficient in generating relevant documents. The 

documents have to be ranked based on relevance. There is a need to evaluate the result of 

the query in information retrieval, by judging how precise the answer of a query is. The 

process of evaluation is referred to as Retrieval Performance Evaluation and it is required 

to judge which algorithm is best [10].  
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2.4 Information Retrieval Process 

 

In recent years, the advancement in various fields of information retrieval has reflected a 

sudden rise and many research activities are bringing ease to the retrieval process. 

Information Retrieval has three basic processes [1] content representation for the 

document, depiction of user information, comparing both representations. Manning et al. 

in [11] defined IR as the process of searching for information from a large collection 

[12]. A perfect system should able to satisfy the quest of the user by providing relevant 

documents at his disposal. Three basic processes comprise the information retrieval 

system-how contents of the documents are represented, how user needs are interpreted, 

and how a comparison is made between the two. The process can be visualized as shown 

in Figure 2.2. [13]- 

 

 

 

Figure 2.2 Information retrieval processes [13] 

 

Information Retrieval has a vital part in fulfilling the quest of the user no matter where 

the information is stored. It focuses on what the user want, try to acquire the content 

using different measure and then properly matching the retrieved content with the user 

need so that relevant content can be provided in a short duration. They help in extracting 

interesting information from the vast collection of documents and there has been a rapid 
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change in the retrieval system which helps the user in managing and retrieving the 

information. 

The indexing process normally deals with representing the documents which is an off-

line process and result in the representation of documents. The query formulation process 

helps the user in representing the needs so that the system can better understand it and 

provide valuable results. After this, the documents are matched with the query and 

provide a ranked list of documents that save user time to a greater extent in checking all 

the retrieved results. In information retrieval process ranking algorithms plays a crucial 

role. 

In the process of information retrieval, tokenization performs the task of chopping the 

character streams into tokens for further processing. Stopwords are words that are of little 

value in the document collection and are removed from the documents by computing the 

frequency of the terms that appear in the document [14]. The process of stemming & 

lemmatization helps in reducing the inflectional forms, on one hand stemming chops off 

the ends of words regarded as a crude heuristic process using Porter’s algorithm while 

lemmatization performs the task by using vocabulary and morphologically analysis of 

words by providing dictionary form of word lemma. Term weighting is the final phase of 

text preprocessing where index terms are weighted differently on account of their 

significance in the documents. It is one of the basic needs of the search engine to rank-

order the documents that matched a particular query term, and to perform this task a score 

is computed for the matching document.  

 

2.5 Information Retrieval Models 

 

Information Retrieval Models provide a way to represent documents in various ways so 

that user-specific information can be retrieved easily [15]. The models help to facilitate 

the procedure of information retrieval and act as a blueprint for outlining various 

activities. Different models for Information Retrieval process are- 
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2.5.1 Boolean Model 

 

In IR, Boolean model is the basic model that expresses a query in form of Boolean 

expression which is combined with Boolean operators and is referred to as the classical 

model by Van Rijsbergen [16] which is based on Boolean logic theory. The basic 

operators which are used are ‘AND’, ’OR’ and ‘NOT’ that are used for the construction 

of query and retrieval of documents. This model does return too many or few documents 

which are not properly ranked [12]. 

The underlying issue with the Boolean model is that it generate high precision & low 

recall while employing AND operator and similarly low precision & high recall with OR 

operator so it is really hard to maintain a balance between the two [14]. It does not give a 

ranking of the retrieved documents which is a major flaw of this model and it undertakes 

unambiguous set of documents as query term [17]. 

 

2.5.2 Vector Space Model 

 

Vector Space Model is a well-known models proposed by Salton et al. [18] where 

multidimensional space is considered to view documents and queries which are treated as 

vectors. In a high dimensional Euclidean space, queries are embedded which are treated 

as vectors in the Vector Space Model. The problem arises when frequency of the 

document is changed while adding a new document [19]. Between the document and 

query the similarity is measured using various similarity measure approaches which help 

to rank the document based on how close it is with the user query. Here the terms are 

treated independently as a result of which structure of document is ignored [12]. 

    

Vector model allot real non-negative weight to index terms in documents and queries, 

where documents are vectors in multidimensional Euclidean space. The index term 

weight is a function of two factors- frequency factor, Term Frequency that is intra cluster 

similarity, and IDF which is a measure of inter-cluster similarity. Due to term weighting, 

there is improvement in retrieval performance [20]. One of the fundamental hosts for 
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various operations like scoring document, document classification, and document 

clustering in information retrieval is the vector space model. 

The score between the query term ‘t’ and a document ‘t’ in ‘d’, is evaluated on weight ‘t’, 

and is termed as term frequency tft,d. Number of documents in the corpus having term ‘t’ 

is referred as the document frequency ‘dft’. In this regard the entire documents is 

represented by N and inverse document frequency is represented as shown in 2.1. 

 

                                                        

 

It is found out that idf of the rare term is found to be high & low for frequent terms. A 

composite weight is evaluated by considering both tf and idf and is represented as shown 

in 2.2. 

 

 

It is used to allot a weight to a term. The score of a document ‘d’ is evaluated which is 

sum of all query terms found in document ‘d’ [14] as shown in 2.3. 

 

 

For quantifying the similarity between the documents, the cosine similarity measure is 

computed between two documents d1 and d2 for vector representations V (d1) and V (d2) 

as shown in 2.4. 

 

 

(2.1) 

(2.2) 

(2.3) 

(2.4) 
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The nominator represents the dot product while the denominator is considered as the 

product of Euclidean lengths.  

The Euclidean length ‘d’ is defined as  and thus similarity is specified as 

shown in 2.5. 

 

 
 

2.5.3 Probabilistic Model 

 

The probabilistic model that focus on the probability of ranking principle is defined by 

Roberston [21], where documents are ranked on the probability of relevance. In the 

probabilistic model, the ranking is done based on feedback that is gathered. The 

documents are arranged in the decreasing order of their probability but it creates 

problems in estimating the initial separation of documents into relevant and non-relevant 

and index terms are supposed to be independent [20]. 

Cooper et al. [22] stated that this model has powerful statistical indicators that help to 

judge the goodness of a model and less importance is given to the trail & cure method of 

retrieval [12]. 

 

2.5.4 2-Poisson Model 

 

The probability of k number of events is modeled using Poisson distribution that occur in 

a fixed interval of time and space. The “2-Poisson model”, considers that the distribution 

is different and depends on whether the term is elite or not [14]. It is presumed that 

documents are produced using an arbitrary stream of term occurrences and divided into 

two subsets. If documents are selected at random from one subset then its probability of 

relevance is supposed to be identical to or higher than the probability of relevance of 

document from the second subset. The subsets have different Poisson u1 and u2. The 

advantage of the 2-Poisson model lies in that it does not require an additional term 

(2.5) 
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weighting algorithm to be implemented but estimating parameters create problems and it 

is quite complex[13]. 

 

2.5.5 Bayesian Network Model 

 

In the IR environment for managing the uncertainty, the Bayesian network model is 

considered that are graphical models which efficiently manipulate n-dimensional 

probability distribution [15].  Turtle and Croft model helps to understand the complexities 

connecting document and user’s information need. The model is decomposed into a 

query network that is relatively small and built a new network whenever a query comes 

in and the other is a document collection network that can be precomputed and the query 

is attached to the document network [14]. It is an acyclic directed graph that encodes the 

probability dependency relationships among random variables. By utilizing a graph 

theoretical approach it helps to analyze complex conditional assumptions and require too 

much space [13].  

 

Knowledge can be expressed in a graphical format that helps to express dependency and 

independency relationships. The knowledge can be revealed in terms of dependence and 

independence relationships between variables using graphical components. The 

relationships help to encode the existence or absence of links between nodes of a graph 

and help to introduce uncertainty within the model. The available knowledge can be 

represented intuitively using graphical tools and probabilistic inference can be performed 

efficiently [23].  

 

 

2.5.6 Language Model 

 

The language model proposed by Zhai & Lafferty [24] utilizes probabilities of term 

occurrence it utilizes smoothing techniques for providing non-zero probability for a 

specific document that has the query term, and has better performance concerning the 

probabilistic model of retrieval [8]. It is inherently probabilistic and puts a probability 



18 
 

measure over strings that are extracted from some vocabulary. Language model provides 

a distinct perspective to score match between queries and documents and uses simple 

models of language, and provide good result in the retrieval process. For each documents, 

these models are built separately [14]. 

Language models in information retrieval are designed for each document and are found 

to be originated from probabilistic models of language generation and are created for 

automatic speech recognition systems [13]. Indexing function is used in the Fuzzy model 

to map document, where a term is mapped on the document using an indexing function. 

Here the fuzzy queries are based on weighted terms that are expressed using a query 

language [25]. 

 

2.5.7 Google's Page Rank Model 

 

This model aims to return high quality documents and uses a hyperlink structure for 

accessing the quality of the pages. The model focuses on returning high-quality pages 

from trusted sites rather than returning pages that match closely with the query terms. By 

employing hyperlink structure it assesses the quality of the page referred to as page rank. 

Pages that are linked with high-quality pages are also considered important and worth 

looking at. It does not depend on user query and therefore referred to as static ranking 

function and computed off-line during indexing [13]. If the Pagerank of each page is 

computed then it can be employed throughout querying. 

 

A comparative analysis of the Information Retrieval Models is presented in Table 2.1 

[26] 
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Table 2.1 Comparative Analysis of Information Retrieval Models [26] 

 

 

 

2.6 Web Mining 

 

The analysis of pertinent information from the World Wide Web (WWW) is referred as 

Web Mining. It is a converging research that includes research from different areas like 

Artificial Intelligence, database, Information Retrieval, Machine learning, Cloud 
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Computing, Human Interaction, Natural Language Processing, etc [3]. It is viewed as 

data mining usage that helps to retrieve, extract and analyze information. As most of the 

concepts are approximate so web mining sometimes provides poor mining results [27].  

The existence of search engines came into the limelight with the fast growth of 

information on the web. They are almost used by billions of people daily and regarded as 

one of the most widely implementation of information retrieval techniques [28]. The 

main focus of Web Mining is to enhance the structure, content, and usage of web 

documents through data mining algorithms. Web Mining techniques are affected by the 

presence of irrelevant, redundant & insignificant features that affect the clustering, 

classification & prediction features [29].  

Web mining encapsulates areas governing with Data Mining & World Wide Web. It 

helps to discover interesting information and patterns from the web data that ameliorate 

the power of the web by classifying and helping to manage the pages. It follows the 

navigational pattern of the user to collect different information. Web Mining help to 

extract useful patterns and implicit information related to World Wide Web. It is a 

challenging task to efficiently search and extract information from the web. Many of the 

search tools try to extract innumerable documents, though only a fraction of them is 

relevant. The search engine assists the user in accessing the relevant links of URLs as per 

their query requirement. 

The search engine comprises of crawler, indexer, query processor, and ranking algorithm. 

The crawler job is focused on the hyperlink structure of the websites and extract web 

pages which are then passed to the Indexer that analyze the documents and help in 

creating the index for fast and easy retrieval. After this, the query processor retrieves the 

related documents by referring the database, and before delivering the result to the users 

they are first ranked by following a suitable ranking algorithm which accesses the 

relevant documents [30]. The application areas of Web Mining comprises of- Robot 

Detection (navigate hyperlink structure), Extracting User Profile (User Information), 

Finding Significant Pages on the web, Google Search Engine Application, etc. 

 

 

 



21 
 

2.7 Web Mining Process 

 

Web Mining helps to extract interesting, relevant patterns from web documents that are 

required in the knowledge discovering process. It is regarded as the evaluation of 

information which is mined and it helps the user to perform different sets of activities. 

The mining of information can be performed by analyzing the link structure of the pages 

or by observing the content found within the pages. It can also be accessed from log files 

which are maintained on the server [30]. Web Mining by employing the benefit of 

content, link, and usage statistics helps the user in assisting them, in making their needs 

fulfill and helping to trace the useful information quickly and efficiently. The process of 

Web Mining normally incorporates content, usage and structure. It encapsulates 

information extraction which then follows analysis. The content includes the text and the 

multimedia part while structure analyzes the link of the web and log handles the log files 

[31]. 

 

Based on mining data they are categorized into Web Content Mining (WCM), Web 

Structure Mining (WSM), and Web Usage Mining (WUM) [3]. Some researchers 

classified Web Mining into four subtasks. First is Information Retrieval also termed as 

resource discovery where the aim is to extract relevant documents while at the same time 

filtering non-relevant documents. Second is information extraction which helps in 

extracting specific fragments of documents from web resources and uses wrapper 

technique for extraction as the content on the web is diverse and dynamic. The Third is 

the Generalization where user behavior and interest are analyzed by observing 

information patterns with the help of techniques like clustering and association rules. The 

final is the analysis and validation part which analyzes the information pattern and helps 

in validating web information. 

The area of Web Mining is huge as it indulges in various research activities which 

incorporate sources of different areas. Web Mining encapsulates different sub-tasks that 

include activities of retrieving independent web documents, selection and pre-processing 

of specified information from web resources, discovering patterns from different sites and 

validation, and interpretation of mined patterns. Web Mining is regarded as an extension 
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of Knowledge Discovery in Databases (KDD) which is applied to the web data, and is 

often associated with information retrieval or information extraction [3]. It incorporates 

various efficient techniques like AI, Machine Learning, NLP so that the user can find the 

information efficiently [32]. 

 

2.7.1 Web Content Mining 

 

WCM handle the content of the pages and focus on the result obtained. It deals with 

extracting and integrating useful data that help in performing knowledge discovering 

from the page content that represents structure, semi-structured and unstructured 

documents [29]. It is one of the important parts of any page which shows the relevance of 

the material and normally is a collection of facts which help to provide a means of 

communication to the user. It not only comprises of text and images but also can include 

audio, video, records, etc. Web content mining normally work with the factual content 

which is the core part of any page and can be categorized into- 

 

1. Agent-Based Approach: - Help in filtering the information using intelligent 

agents. 

2. Data-Based Approach: - Deals with a structural form of data by connecting 

the multilevel database and query systems [30]. 

 

WCM retrieve content of the web pages which are indexed for proper tracking. The 

content on the web can be unstructured (plain text), semi-structured (HTML document) 

or structured (accessed from database). Some researchers conclude that content mining is 

text mining and in today scenario is strongly related to web structure mining which helps 

in extracting and organizing information from the web. It enables retrieval, organization, 

automated discovery, and systematic management of resources available on the web. 

Cooley et.al [33]emphasized research in the area of Content Mining in two approaches- 

Information Retrieval and Database Approach, while the former presume the 

development of a sophisticated AI system that work on behalf of the user, the later help 

in organizing web-based information. Web Content Mining outlines the discovery of 
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valuable information from web data. Some of the web content data are hidden and some 

data are dynamically generated through queries. The data can be in an unstructured 

format like HTML data or data found in tables or database that is regarded as structured. 

[3].  

For extracting and managing web data in a formal way, web content mining is furnished 

with different tools. For easy retrieval of the web content, various algorithms are 

employed. Different algorithms are- K-nearest neighbor, Decision Tree, Naïve Bayes, 

SVM, and Neural Network. The utilization of Web Content Mining span to a larger area 

from grouping to classifying information present on the World Wide Web. In online 

marketing it quite helpful in tracking the behavior of the users which overall assist in 

market analysis.  The online shopping sites can be reframed as per the need of the user 

based on customer feedback and reviews. The online content is clustered together from 

different social sites which help to maintain personalized data and it assists in decision- 

making tasks [34]. 

 

2.7.2 Web Structure Mining 

 

Web Structure Mining involves the mining of links and the structure of web pages. It is 

quite useful in accessing the linkage path, hyperlink structure that helps in improving the 

result of the search engine [29]. The graphical structure which comprises nodes and edges 

constitute the structural mining part of web mining. It helps to establish the relationship 

between different web pages utilizing link structure which provides interconnectivity 

among the web pages. It can be categorized into- 

o Hyperlinks 

o Document Structure 

 

For connecting various location of the web page hyperlink structure is used, similarly 

document structure encompasses the content that lies within the page and based on 

HTML and XML it can be structured in tree form [35]. In social network analysis 

hyperlink structure is quite useful that uses Web Structure Mining [3]. For web sites and 

web pages the significance lies in finding the structural summary. For connecting web 
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pages world wide web contains web pages, links (inlinks and outlinks) and co-citation 

that link two pages by same page. Link based mining techniques assists in performing 

various tasks like- 

 Category prediction is possible based on words found on pages and the links 

among the pages. 

 For discovering hidden patterns similar types of links are clustered together. 

 The number of links, purpose and weight of the links can be allocated on work 

performed [36]. 

For inferring knowledge the links in web structure mining are employed that relate to 

web documents from where content is extracted based on query assigned. The main 

objective of web structure mining lies in analysis of the graph and for ranking the web 

pages based on links different algorithms are proposed like-Page Rank Algorithm, HITS, 

Weighted Page Rank Algorithm, and Weighted Link Rank Algorithm [37]. 

The focal point of Web Structure Mining lies in generating information like similarity 

and relationship among web pages and identifies authorities that are important sources of 

information. Undiscovered link structures of the web are established on link topology and 

it is quite useful for categorization of the web pages and help in generating similarity 

relationship among the web pages [3]. 

 

2.7.3 Web Usage Mining 

 

Web log mining usually handle data related to user behavior, accessing time, etc that are 

stored in log files, and helps in accessing user pattern of web pages. Web Usage Mining 

helps in learning & predicting human behavior & navigating patterns of uses by 

analyzing the server access log files, session, or transactions [29]. It deals with 

discovering interesting and useful patterns and helps in accessing pages that can assist to 

predict user navigation or improving web site structure. By analyzing the statistics of the 

log files we can get various information and solve queries about the most visited pages, 

recent visits, which browser search engine used, and many more. The usage mining deals 

with extracting the log file which is stored on the server. Log files are useful in analyzing 

user browsing patterns and can ease the process of retrieval [38] 
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Web Usage Mining is comprised of Data Collection, Pre-processing, Pattern Discovery, 

and Pattern Analysis steps. The data which is collected is not appropriate for the mining 

process therefore pre-processing is needed for converting data into an acceptable form for 

further processing and produce precise and concise data. Various methods like path 

analysis, association rules, sequential patterns, clustering, classification, etc are applied 

for discovering novel, interesting and useful information. For detecting useful pattern 

various pattern discovery techniques are used like path analysis where graph models are 

used for defining the relationship among web pages, the association that relates pages and 

help in predicting correlation among a set of items, sequential patterns that record time, 

the sequence of transactions, clustering which assist in grouping similar browsing pattern. 

Pattern Analysis help in eliminating uninteresting patterns with the help of techniques 

like Knowledge Query Mechanism, OLAP, and visualization. It helps in knowing user 

needs its effectiveness, assist in detecting intrusion and website modification [39]. 

To satisfy the need and requirements of the user and help them serve better, log files play 

an interesting role. Web Usage Mining help to extract user information from the log files 

by analyzing their browsing pattern and history, time spent on a particular page, and other 

factors that not only help to enhance the working of the websites but also help the user in 

finding relevant information. By analyzing the data it can be interpreted that certain pages 

are of interest to a particular group of user or certain items are favored by a group of user. 

Such types of activities help in increasing the business and enhancing the structure of the 

sites. By applying association rules, classification and clustering on the web pages the 

most frequent visited and associated pages can be traced and grouped together. These 

process can overall assists in improving the ranking of the web pages so that the needed 

information can be traced easily. The Recommender System can be employed which help 

the lame user in recommending certain pages of interest based on search query. By 

analyzing the navigational behavior of the user and pages of interest more similar pages 

can be recommended which help in the searching process [40]. 

 Web Usage Mining focuses on web server sessions and behavior that generate data and 

helps in mining secondary data which is received during the interactive sessions of the 

users. It consider the data that is generated from proxy server logs, web server access 

logs, user profiles, user session, cookies, transactions, mouse clicks etc[3]. 
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2.8 Document Clustering and Similarity Measure 

 

Clustering is referred to as the grouping of similar documents for accelerating the 

information retrieval. New approaches are developed for clustering documents and are 

exclusively planned for processing extremely large data sets which are appropriate with 

some minor modifications in Web-based information retrieval systems [14]. It is an 

unsupervised learning method, while classification is a form of supervised learning. It 

facilitates user in navigating a collection of docs [41].The clustering approach is 

employed that help to partition datasets into smaller groups that are coherently related to 

each other. The process of clustering is employed for partition data sets into groups based 

on predefined patterns [42].Cluster-based navigation is quite useful if users prefer 

browsing instead of searching as they are unaware of what they want to search and is 

usually preferred for keyword searching. It is considered for news stories where the need 

is to select a subset of stories or news. It also helps in improving the search results and 

speed up the process. Clustering is seen as essentially a search problem where the target 

is to optimize an objective function. The objective function tries to attain its goal of 

maintaining high intracluster similarity, where documents inside the clusters are similar 

and lowering inter-cluster similarity where documents from different clusters are 

dissimilar. 

The clustering algorithm main input is the distance measure in the 2D plane and is 

regarded as Euclidean distance. Approach can be used for finding the clusters that are 

close to the query term and examine the documents from these clusters only. For this 

smaller subset similarity can be computed easily and documents can be ranked easily. In 

hard clustering, the document belongs to only one cluster while in soft clustering it is 

distributed over clusters. Cluster not only helps to identify topics but also support user 

navigation. It also helps in enhancing the performance of information retrieval process 

thus optimizing overall search engine [43], [44]. The search result in clustering approach 

helps to create a cluster of the search results, as such similar documents will appear 

together [14]. Ranking for retrieving the document is closely associated with clustering 
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the document having a high similarity index. Performance and efficiency of ranking can 

be enhanced if pre-grouping documents are being employed [45]. 

 

2.9 Ranking Algorithm 

 

The World Wide Web is becoming an indispensable part of human life across the globe 

and it has been estimated that the number of online users on an everyday basis is 

increasing in manifold amount over the past few years. This sudden rise is due to the 

result of social media usage and internet technology. Different ways of social media have 

gripped the human life from every hook/corner like Facebook, Twitter, Instagram, and 

YouTube where users share their thoughts and feelings with their friends across the 

remote areas. The e-commerce and other sites are creating more digital data than before 

and in such a scenario the need for good and advanced technology that can manage and 

retrieve the user needed data in minimum period becomes a necessity. 

Ranking is one of the core ingredients of any retrieval system as it delivers the much 

needed relevant information based on the query generated by the user. A good ranking 

system should help the users in managing the most pertinent documents at the top level of 

hierarchy concerning irrelevant documents, as due to lack of time users are interested in 

retrieving only a limited number of documents to all retrieved documents. Users normally 

seek the ranked results that are found in first pages i.e. few limited documents are 

retrieval for a particular query [46], [47]. Relevance feedback and clustering also play a 

key role in the ranking procedure. The algorithm must be perfect not only in respect of 

time but space also. A good ranking model should incorporate some of the basic 

characteristics like- 

 Efficiency- A ranking algorithm should perform the computation efficiently with 

the set of data provided and giving good results. 

 Effectiveness- The efficiency of the algorithm should exceed in terms of 

evaluation parameters when compared with other algorithms and thus focus on 

the desired result. 

 Robustness- The algorithm should be robust with the data set in providing the 

relevant result based on query generated [48]. 
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In simplifying the interaction of the user with the obtain results a major role is played by 

the ranking algorithms that provide ordering of the web pages. Relevancy is an important 

parameter in the IR system that helps in ranking the documents. Any system is effective 

only, if it provides the content as required by the user [49], [50]. For a given a set of 

queries which is applied over document sets, if the query terms are found in the 

documents it is termed as relevant, otherwise non-relevant. It can be illustrated as- 

Given 

 Q= {q1, q2, ….. qn} 

 D= {d1, d2, ….. dn} 

  If (qi, di) =1: relevant 

  If (qi, di) =0: non-relevant 

 

 

2.10 Connectivity-Based Ranking  

 

Web crawling gather useful web pages as efficiently and quickly as possible. It possesses 

features like robustness and politeness. The crawler can be executed in a distributed 

fashion, scale the crawler rate with extra bandwidth, efficient, access quality pages with 

freshness of fetched pages, and should be extensible.  

User queries are categorized into informational, navigational, and transactional. 

Informational queries seek to cover a broader area of specific topics and assemble 

information from different pages. Navigational queries try to find a single entity that 

contains the user expectation and avoid in plethora/number of documents. The best 

measure considered is user satisfaction having a precision value of 1. The transactional 

query deal with user transactions like purchasing and provide all services related to a 

particular operation. 

Link analysis helps the user by performing the work of an indicator and helps to provide 

a direction as to which page to crawl next. The links on the web page follow the power 

law, where the total number of web pages with in-degree ‘i’ is proportional to 1/i 
α
, and 

‘α’ is 2.1. If there is a hyperlink from page ‘i’ to page ‘j’ then Aij=1, and Aij=0 
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otherwise. If ‘V’ links to a page having a high authority score, its hub scores increases 

while if page ’V’ is linked to by good hubs, its authority score increases. Some studies 

recommend that the directed graph of the web page has ‘bowtie shape’, where three 

categories are mentioned as IN, OUT, and SCC. A user can switch from any page in IN 

to any page in SCC by succeeding certain hyperlinks and similarly, switching can be 

performed from page in SCC to any page in OUT and from any page in SCC to any other 

page in SCC. Remaining pages form into tubes that are a small set of pages link IN to 

OUT outside SCC, and tendrils that guide now wherefrom IN or from OUT. Figure 2.3 

represents the Bowtie Structure of the web having one tube and three tendrils [14]. 

 

 

Figure 2.3 The Bowtie Structure of the Web [14] 

 

Search engines based on accessing information are regarded as content-based and link-

based. Search engine performances are greatly affected by the resulting quality of the 

documents that are retrieved. The result of the search is directly proportional to the 

ranking algorithm being used. A good ranking system provides efficient results for the 

user [51]. Two ranking factors govern the ranking algorithms that help in retrieving 

relevant information as per user query and are referred to as Query-dependent approach 

and Query-independent approach. 
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2.10.1 Query-Independent Ranking 

 

The factors that are considered in Query-independent approach are not only the link 

measure of the pages but also take into consideration number of clicks a documents 

receive, the document length, the up-to-dateness of the document, what is the age of the 

document, what type of file is preferred, whether it is HTML document or pdf file, etc. It 

considers link popularity among the web pages regardless of the user query. Regarding 

the link based approach, two important algorithms are- Page Rank and Weighted Page 

Rank [45]. 

 

2.10.2 Query-Dependent Ranking 

 

The Query-dependent consider various factors for ranking the web pages like word-

document frequency, the position of the query term found within the document, the 

emphasis laid on the anchor text found, the language of the user query concerning the 

language of documents. It is based on user query term and regard word document, 

frequency, Inverse Document Frequency as a measuring unit. [45]. 

 

2.11 Various Ranking Algorithms 

 

The web information is not structured like information that is found in the document 

collection and databases. The information is volatile and heterogeneous and exits in 

multiple forms. Different tools are required to manage the increasing flow of information 

so that from hundreds and thousands of documents, users can get only relevant 

documents having a high precision rate. Various ranking algorithms are proposed that 

help in finding user-relevant information. 

 

2.11.1 Page Rank Algorithm 

 

The increased number of inexperienced users on the web is rising, and the volume of 

information on the web is also rising exponentially, which makes a challenge for the 
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researches in the field of information retrieval. Link structure play a major role in 

accessing web pages and all the pages are connected through a link by which user access 

information. PageRank is one of the popular ranking algorithms used by Google search 

engine. Here, hyperlink to a page is regarded as a vote that counts and a page having a 

higher number of links as votes is weighted high in order of relevance [45]. 

The PageRank algorithm is drafted such a way that it can accommodate large data set and 

make systematic use of storage space for storing indexes. The data structure is maintained 

in a way so that the users can access the required information efficiently. It takes into 

consideration link structure and anchor text. A page is of prime importance in PageRank, 

if it is cited by many pages or is linked to an important page. It examines the back link for 

deciding the page score [52]. 

PageRank focus on the “random surfer model” where the user clicks on the pages 

randomly to search required content and when they get bored surf other pages. The ‘d’ 

damping factor is considered as the probability when the user switches to another page 

when he gets bored. PageRank considers that the sum of all the web pages should be one 

by considering the probability distribution over web pages and count links of all pages 

equally and normalize it. 

The working of PageRank algorithm focuses on web page link structure and observe back 

link in determining the page score. The PageRank algorithm is evaluated as shown in 2.6. 

 

 

where- 

A = a given page 

T1 … Tn = the pages that point to page A (i.e. citations) 

d = damping factor which lies between 0 and 1  

       (usually we set d = 0.85) 

C (A) = number of links going out of page A 

PR (A) = the PageRank of a page A 

 

 

(2.6) 
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The ranking is assessed using an iterative algorithm that corresponds to the eigenvector 

principal [51]. Page Rank suffers from topic drift problem where it sometimes points the 

user to a site that are off-topic and of no use. As it is query-independent measure so it 

ranks a site based on a vote that it receives. i.e popularity. PageRank has a problem in 

distinguishing between authoritative pages in general and that are authoritative 

specifically to query topic [53]. Sometimes in the PageRank algorithm, random jump 

from pages results in ‘dead-ends’ as many authorities provide no-way to jump to a node. 

 

2.11.2  Weighted Page Rank Algorithm 

 

Weighted Page Rank considers both Inlinks and Outlinks for accessing the popularity of 

page based on rank score and is an expansion of the Page Rank algorithm. It allocates a 

larger rank value for a popular page and the value of its score is directly proportional to 

its popularity [45]. Based on the popularity, the value changes correspondingly. 

 

W
in

(v,u), is the weight for link(v, u). Based on the number of inlinks for page u and 

number of inlinks for reference pages of page v it is measured using 2.7. 

                         

 

where Iu is regarded as the number of inlinks for page u and similarly Ip for page p. The 

reference page list for page v is indicated by R(v). 

 

W
out

(v,u), is said to be the weight for link(v, u) . Based on the number of outlinks for page 

u and the number of outlinks for all reference pages of page v it is evaluated using 2.8. 

 

 

 

(2.7) 

(2.8) 
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where Ou is number of outlinks for page u and Op is number of outlinks for page p. R(v) 

is the reference page list of page v. The original PageRank formula is modified and 

elucidated in 2.9 [54] 

 

 

2.11.3 HITS Algorithm 

 

The main concern of the present era is to enhance the quality of search techniques which 

is concerned with human satisfaction. The searching process is one of the initial steps of 

the user- generated query. It is a strenuous task for the users to digest the result of the 

query as an abundance of pages is retrieved as a result of the query. Huge numbers of 

links are produced and many of them are just for the navigational task which does not 

provide relevant sources so it becomes quite a difficult judgment to maintain a balance 

between the relevance of the document and their popularity. Not all the popular 

documents are relevant to some extent and the problem arises for filtering the relevant 

documents. 

HITS algorithm works on the link structure of the graph and attempt to maintain a 

balance between hub and authority. Pages that are connected to maximum nested 

authority pages are referred as Hubs.  In HITS first searching is performed based on text 

and the numerical score is calculated for a small sub graph. In HITS the approach 

followed is to try to identify the social organization in which hubs are related to 

authorities [55]. 

The ranking of the page is calculated at query time and often the page operate both as 

Hub and Authority [56]. The Hub weight (Hq) and the Authority weight (Aq) is 

evaluated using the formulae as given in 2.10. 

 

(2.9) 
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For a web page the hub weight is equal to sum of authority weights of pages that it links 

to, similarly authority weight is equal to sum of hub weights of all the pages that it links 

to. 

 

 

2.11.4 Weighted Link Rank Algorithm 

  

There are there parameters which are the focal point of this algorithm- tag where the link 

is found, relative place for the page and anchor text length and it give weight value for 

the links. In search engines the precision value is enhanced by the weighted links and 

length of anchor text is reviewed as the finest characteristic while relative position is not 

very useful. By modifying the weight factor for every term additional modification can be 

accepted. [57], [58]. 

 

 

 

2.11.5 EigenRumor Algorithm 

 

This algorithm performs eigenvector calculation of adjacency matrix for links by 

weighting hub and authority score of blog entries. Blogs are a mean of communication 

tool where new topics can be discussed by the blogger and those entries which comprise 

of new topics of relevance should have a high score. Eigenvector calculation is performed 

by scoring each blog entry. The weight of the hub and authority score of bloggers is 

(2.10) 



35 
 

considered for calculating the score and it assigns a high score to a good blogger [57], 

[67]. 

It has been observed that PageRank and HITS algorithms utilized for ranking web pages 

do not provide correct ranking to the blog entries as sometimes blog entry is very small 

and even there are few links to a particular blog. In such cases, many of the blogs which 

have high score in the past suffer from ranking mechanics. These problems can be 

handled by EigenRumor algorithm. The algorithm helps to rate new blog entries using 

structural links even though it has no in-links based on past behavior. Here the concept of 

agent and object is used to represent a relationship where an agent is designated as a 

blogger and an object is the blog. To calculate the weighted Score of object, EigenRumor 

algorithm, consider hub score and authority score regarded as ‘Information Evaluation 

and Information Provisioning’ Figure 2.4 depicts EigenRumor Community Model [59]. 

 

 

Figure 2.4 EigenRumor Community Model [59] 

 

2.11.6 Distance Rank Algorithm 

 

The distance among the pages is considered as punishment and is focus on reinforcement 

learning. It focuses on the amount of average clicks among the pages which is regarded 

as distance. The focus is to have a high ranking which is achieved by minimizing the 

distance between pages. There has been an exponential growth in the number of web 

pages and web servers and to process these pages is a hectic task. 
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It is a challenge for the search engines to retrieve quality pages from the web servers 

which is defined by user preferences and requests and an efficient ranking algorithm is 

needed to accomplish this task. For sorting pages in order of relevance, good ranking 

criteria are required and the ranking algorithm should have high precision and low 

complexity. The Distance Rank algorithm focus on maintaining low distance between the 

pages so that the pages will have a higher ranking i.e. distance is inversely proportional to 

ranking. To travel from a page ‘i’ to page ‘j’, minimum numbers of average clicks are 

considered. The algorithm helps in retrieving high- quality pages in minimum time 

duration by considering the minimum distance among pages. It is considered that having 

many inlinks to a particular page increases its ranking, similarly if a page has many 

inlinks the distance should be minimum which overall increases the ranking score. It is an 

iterative algorithm with high convergence speed and having less iteration [60]. 

 

2.11.7 Time Rank Algorithm 

 

It employs a time factor for refining the precision of the ranking algorithm. The accuracy 

of ranking can be enhanced by using the time factor which depicts the interest of the user 

on a particular page and long stay on a page increases the ranking score. It is considered 

as a combination of both context and link structure. 

Time Rank is considered a topic related algorithm where the user visits a page of his 

interest and spent time on a particular page which can be accessed from the search 

engines. The longer the duration user spent on a page, the more important the page is and 

so its ranking will be increased.  Longer visited pages will get a higher score, which is 

accessed from the server log files that are processed to retrieve the desired fields [61]. 

 

2.11.8 TagRank Algorithm 

 

It is established on the concept of social annotations for page ranking. Users can annotate 

web resources of their interest and tag their interest of web resources. It is estimated that 

the more time bookmarks are annotated the more self-identity corresponding web page 

will get. The more annotation the page gets the more superior it is, and the new 
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information resource is indexed more effectively while using the TagRank algorithm. The 

method helps in increasing the user satisfaction for obtaining the information. The 

algorithm can be improved by observing the semantic relationship which is reviewed 

among co-occurrence tags. The annotation factor and time factor of the tag are considered 

for achieving better results [62]. 

 

2.11.9 Relation Based Algorithm 

 

The relation based ranking algorithm is utilized in conjunction with the Semantic web 

search engine and rely on information taken from the user query. Due to the massive 

growth of the web, it is very tough to extract information from the repository and 

required resources using only the hyperlink structure. The presence of unwanted page by 

the search engine iterates the procedure of refining the query and reprocessing of 

retrieved information. The refinement of the result is a time-wasting process and 

normally search engines do not process relation-based infrastructure to handle semantic 

annotations for web pages. In association with other established ranking strategies, 

semantic web search engines ranking principle work at the inner level and enhance the 

query result and minimize the complexity of the ranking task. 

The semantic web help in enhancing the search result of the user query without the need 

for tiresome manual refinement. The ranking strategy provides a significant score for the 

web page by considering –user query page annotation and ontology used, which achieve 

promising output in terms of time and accuracy [63]. 

 

2.11.10 Query Dependent Ranking Algorithm 

 

A structure for Query-dependent ranking is proposed that calculates similarity between 

queries and ranking model for training query with documents is considered. In the 

framework, a ranking model is build for the training query and its allied documents in the 

ranking model construction phase where queries are ranked based on score. After this 

model, selection of high performance is done in model selection mechanism and for 

model combination, a weighting procedure is described. Between two queries- cosine, 
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distance between starting points, and the proportion of lengths is considered for 

measuring similarity [64]. 

 

2.11.11 Ranking and Suggestive Algorithm 

 

It considers the problem faced in ranking the popular items and how the suggestion is 

provided based on user feedback for popular items. It has been found that giving 

suggestions for items can overall affect its popularity by raising its level or lowering its 

ranking. These types of problems are faced in query searching and tag suggestions. 

The proposed algorithm helps the user in suggesting popular items that help in learning of 

user’s true preference over items. The randomized algorithm focuses on understanding 

the limitations of ranking and helps in assessing the quality of the suggestions which is 

measured by the popularity of suggested items [65]. 

 

2.11.12 Comparison Score Based Algorithm 

 

Ranking of items is one of the frequent tasks where pairwise comparison can be operated. 

The items are provided a score based on the order in which they appear and then finally 

comparison is done on the total score reached between a pair of items. 

A metric referred to as Kendall distance is specified for comparing score vectors, which 

also consider the space found between the pair of scores. The focus is done on studying 

the ranking of items in two ordered lists and a measure is provided for analyzing how the 

position of items are differed in the provided list and is zero when ranking is the same, 

and maximum when found in opposite direction [66]. 

 

2.11.13 Algorithm for Query Processing in Uncertain Databases 

 

It considers the ranked queries in uncertain data management which are found in various 

applications like decision making, recommendation system, and various data mining 

tasks. It can be used in distinct fields like monitoring of sensor data and tracking of 

mobile objects [67].  The probabilistic ranked query (PRank) approach is accelerated by 
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using a novel approach and to reduce the search space-effective spatial and probabilistic 

pruning is introduced. The two pruning heuristics is integrated into the query procedure. 

It has been found that the query extract ‘k’ uncertain objects having the highest score as 

expected. The J-PRank query on two join uncertain databases is proposed and ranking is 

conducted. The given approach is effective and efficient in terms of wall clock time [68]. 

 

Table 2.2 gives a comparative summary of ranking algorithms, which are compared 

based on their excellence, restriction, and appropriateness. The order of the algorithm is 

defined on the procedure used to rank the web pages [69]. 

 

Table 2.2 Comparative Summary of Ranking Algorithm 
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2.12 Performance Evaluation Measures 

 

For judging the functioning of the IR model various evaluation measures are used which 

stick to a particular query or can include the whole session [12]. A document is 

considered as appropriate or inappropriate and this notion is examined for evaluating the 

Information Retrieval System. A document is considered appropriate if it addresses the 

given information and meets the requirement of the user.  

For accessing the usefulness of the IR system precision and recall are frequently used as 

an evaluation measure. Precision, Recall & F-measure are the most commonly used 

performance evaluation measures. It is a means by which we can judge which model or 

algorithm is best in the current scenario for solving a problem [10]. Relevance feedback 

for Information Retrieval help in improving the final result set based on feedback 

collected for relevant documents. It can be used to refine both recall and precision. The 

ranking qualities of the algorithms can be evaluated using Cumulative Gain (CG), 

Discounted Cumulative Gain (DCG), Idealized Discounted Cumulative Gain (IDCG), 

and Normalized Discounted Cumulative Gain (NDCG).   

 

2.12.1 Precision 

 

Precision and Recall are utilized for accessing the quality of unordered retrieved 

documents. Both are considered as a set-based measure for ranking documents. For 

evaluating ranked lists precision is plotted against recall. The precision for a relevant 

document is assumed to be zero if a relevant document is never gets retrieved. It helps to 

specify what fractions of returned results are relevant to the information need. It is 

determined as the fractional value of the recovered documents that are significant [14]. 

Precision help in presenting only the relevant items and is evaluated as shown in 2.11. 

 

 

 

(2.11) 
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Precision at k is evaluated for estimating precision at set low levels of recovered results 

and does not consider any approximation of the size of the set of relevant documents. For 

a good system, it is considered that precision tends to decrease as the number of 

documents retrieved keeps on increasing. Most of the surfers of the web want relevant 

results (high precision) on the first page. 

Precision@k (Precision at k) is evaluated up to the k
th
 prediction and can be processed at 

a different level as shown in 2.12.  

 

 

 

2.12.2 Recall 

  

It specifies what fractions of significant documents in the collections were retrieved by 

the system. It is described as the fractional value of relevant documents that are retrieved 

[14]. Recall is referred to as the capability of the system which presents all the 

appropriate items but is difficult to measure on the web and is evaluated as shown in 

2.13. 

 

 

Similarly, Recall@k (Recall at k) is estimated only up to the k
th
 prediction level and can 

also be processed at different levels as shown in 2.14. Search engines frequently use 

precision at top k, e.g., k = 10. 

 

 

 

(2.12) 

(2.13) 

(2.14) 
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Table 2.3 displays the contingency notion of accessing the accuracy of the Information 

Retrieval System by using two actual classes relevant and non-relevant and specifies 

recall and precision in these terms and as shown in 2.15. 

Table 2.3 Contingency notion of accessing Accuracy 

 

 

For a good system, the value of precision normally decreases, if the number of documents 

recovered is increased. Some amount of recall can be tolerated under a definite 

percentage of false positives. 

 

2.12.3 Harmonic Mean (F-Measure) 

 

F-measure is regarded as a tradeoff between Precision and Recall and is a weighted 

harmonic mean rank based metric that is also referred as a mixed metric that takes into 

consideration precision and recall and measures the portion of recovered elements which 

are appropriate and is summarized as shown in  2.16. 

 

 

2.12.4 Average Precision (AP)  

 

This metric evaluates how much relevant documents are concentrated in the highest-

ranked predictions. It notifies about how accurate a model's ranked predictions are for a 

single example and is shown in 2.17. 

(2.16) 

(2.15) 



43 
 

 

 

 

2.12.5 Mean Average Precision (MAP) 

 

It tells how much a model's ranked predictions are correct, on average, over a whole 

validation dataset and is regarded as a macro-averaging function where each query counts 

equally.  It is a simple average of AP over all examples in a validation set and is shown in 

2.18.  It is found to be adequate for web search and suppose that users are concerned in 

discovering different relevant documents for a particular query and requires numerous 

relevance judgments in a text collection. 

 

 

2.12.6 Cumulative Gain (CG) 

 

Gain is normally collected starting at the top of the ranking and can be decreased, or 

discounted, at lower ranks. It simply adds the ratings up to a specified rank position and 

is shown in 2.19. 

 

 

2.12.7 Discounted Cumulative Gain (DCG) 

 

It is a general measure for assessing web search and related tasks and emphasize on 

retrieving highly relevant documents by using graded relevance as a standard of 

usefulness, or gain, by investigating a document. DCG is regarded as a weighted sum of 

the degree of relevancy for the ranked items. It is known as discount as weight is a 

(2.17) 

(2.19) 

(2.18) 
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decreasing function of rank and the probability of viewing a document decreasing with its 

rank value. 

In DCG the total gain is assembled at a particular rank p and the queries that return a 

huge result sets will probably always have higher DCG scores than queries that provide 

small result sets. It considers two assumptions – First, the highly appropriate documents 

are considered to be helpful than marginally relevant documents, and second the lesser 

the rank of a relevant document, the less likely it is examined by the user.  

The DCG help in returning absolute values and does not allow comparison between the 

given queries. It is ineffective in gauging the performance of a ranking model on a whole 

validation dataset. It is represented as shown in 2.20. 

 

 

2.12.8 Normalized Cumulative Gain (NDCG) 

 

NDCG is highly approved in evaluating Web search and provide a great advantage in 

comparing various ranking evaluation measure. NDCG is a normalization factor of 

Discounted Cumulative Gain (DCG) measure which focuses on discount function while 

others consider uniform weight. It helps in depicting the graded relevance for retrieved 

documents that show the degree of relevancy while other measures allow only binary 

relevance where documents are considered as relevant or non-relevant. It presents a 

discount function over rank that helps to rank documents concerning other measures that 

weight all positions uniformly. NDCG is used to normalize DCG by IDCG which is the 

DCG of best possible results based on best ranking measure and NDCG is always 

between 0.0 and 1.0 [70],[71],[72] and is shown in 2.21. 

NDCG is utilized when we want to differentiate the ranking of one result set with another 

ranking, with potentially fewer elements, different elements, etc. which is not possible 

using DCG as the query result may vary in size and it unfairly penalizes queries that 

return long result sets. NDCG help in normalizing a DCG score, by dividing the finest 

possible DCG at each threshold [14]. 

(2.20) 
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2.13 Optimization Techniques 

 

Optimization is the process that helps in making a system more efficient by using 

minimum resources. We can choose different algorithms and methods which help in 

making the process more efficient in terms of both space and time. Optimization helps in 

decisions making and analyzing a system. To find the best solutions from a set of feasible 

solutions is the main goal of optimization. It is the process to achieve the best-desired 

result on given constraints under different circumstances to acquire maximum benefit in 

minimum effort. There are different ways for solving the optimization problems 

efficiently- 

 Mathematical programming methods which under a prescribed set of constraints 

are useful for finding minimum function that comprises of several variables. 

 Stochastic techniques help in examining the problems that are specified by a set 

of random variables of known distribution. 

 Statistical methods are utilized for the construction of empirical models and are 

used in the analysis of experimental data [73]. 

Due to rapid emergence in science and technology, optimization has received enormous 

attention. The optimization problem comprises of objective function, constraints, and a 

choice variable which overall help in the improvement process [74]. 

 

2.13.1 Nature Inspired Algorithm 

 

Nature is always a source of inspiration for all living beings and it inspired the 

researchers in different ways to draw efficient and effective results of hard problems in a 

constrained time interval. There is a great drift from nature to technology and nature in 

these algorithm acts as the sole component for solving complex problems, thus giving 

good results by using a simple process that is completely drawn from nature. Some of the 

(2.21) 
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problems that are found in the real-world are NP-hard problems that are difficult to deal 

with, so in this scenario optimization algorithms can be used to handle the complex 

problems [75]. It is a new era of computation that solves natural meta-heuristics 

problems. The Nature-inspired algorithms are classified into-Stochastic algorithm, 

Evolutionary algorithm, Physical algorithm, Probabilistic algorithm, Swarm algorithms, 

Immune algorithms, and Neural algorithms as shown in Figure 2.5. These entire 

algorithms cover a broad area ranging from random search to genetic algorithm, from 

memetic algorithms to bees algorithms and also span to back-propagation techniques. 

 

 

Figure 2.5 Nature Inspired Algorithms 

 

The Nature-inspired algorithms are reviewed in a variety of fields and help to solve 

different problems where conventional optimization algorithms usually fail to produce a 

result within the search space and stuck within the local optima by not observing the 

global perspective. The real-life scenario is imposed with not only timing constraints but 

also other constraints, and in such a scenario these Nature-inspired algorithms help to 

produce efficient results for multidimensional problems. These are inspired by the 

behavior of swarm, bees, ants, moth, bat, firefly, etc. The optimization algorithm helps in 

providing better results from the number of given choices by following a stochastic 

approach. 
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Evolutionary Algorithms are iterative based algorithms that select an initial population 

from the search space and perform crossover and mutation to reproduce a novel 

population that is better than the parents. The fitness of the individual is calculated in 

each iteration and by considering the fitness value that are generated the best individuals 

are chosen for the mating process. Genetic Algorithm is a stochastic optimization 

algorithm that follows the Darwin theory of evolution for generating offspring that are 

better than the parent chromosomes.  Selection, crossover, and mutation are basic genetic 

operators that are employed [76]. Differential Evolution is also a population-based 

algorithm that helps in solving global optimization problems having a few control 

variables that help in effortless implementation. It can also be used in information 

retrieval process and considered an ideal for learning a ranking function [77]. 

Swarm Algorithms collectively capture the behavior of organisms like birds, fish, ant, 

bees, firefly, etc. The movement of the species in a particular direction for finding the 

target source helps to evaluate a possible solution in the search space.  Swarm 

intelligence is considered a sub-field of Artificial Intelligence. Particle Swarm 

Optimization (PSO) follows the behavior of the birds and each bird is treated as a particle 

that searches for the food particle and moves in the direction of food with a specific 

velocity for finding the target solution. During each iteration, the particle moves closer to 

its destination which is calculated by using an objective function, that tells about the 

fitness of the solution in the search space, pbest and gbest values are evaluated during 

each iteration [78]. Ant Colony Optimization is also a search-based technique for finding 

the solution which focuses on the behavior movement of the ants. They help in 

discovering the shortest path to reach the desired goal by interacting and coordination 

among themselves using pheromone that helps to trace the straight path to the food 

source [79]. Artificial Bee Colony is established on the intelligent behavior of the honey 

bees, which look for the food source in the local and global search space using employed 

bees, scout bees, and onlooker bees. The employed bees execute the task of collecting 

nectar from the food source while onlookers search for other food sources. Tracing the 

position of the food is evaluated by the fitness value which keeps on updating when the 

new source is found and the direction of the target source is communicated to others bees 

using the waggle dance [80]. 



48 
 

These entire nature-inspired algorithms use computational intelligent techniques for 

optimizing the problem.  Other optimization algorithms are designed for a specific task as 

all algorithms are ineffective in providing a feasible solution according to the problem 

domain and can sometimes increase the complexity of the solution space by stucking on 

the local optima. 

 

2.13.1.1 Evolutionary Algorithm 

 

Computational models of the evolutionary process are regarded as the key elements of 

evolutionary computation, which help in designing and implementing computer-based 

problem- solving systems. Evolutionary computational models simulate the evolution of 

individual structures using the process of selection and reproduction and rely on the 

performance (fitness) of the individual structure. Selection of the individuals depend on 

their fitness value thereafter recombination and mutation perturb individuals which 

provide a common heuristics for exploration [81]. 

Evolutionary algorithms progresses from generation to generation using evolution, 

selection, recombination and mutation and is captured as- 

                     

Procedure EA; { 

                     t=0 

                  initialize population P(t); 

                  evaluate P(t); 

                  until (done) { 

                                           t=t+1 

                                           parent-selection P(t); 

                                           recombine P(t); 

                                           mutate P(t); 

                                           evaluate P(t); 

                                          survive P(t); 

                                        } 

                                } 
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The procedure of selection is a two-step process- parent selection and survival. On one 

hand, the parent selection decides who becomes parent, and children are generated via 

recombination that exchange information between parents and mutation, and finally 

children are estimated. The survival step helps in deciding who will survive in the 

population. Fitness is the central concept of all evolutionary algorithms and for 

maximizing fitness the focal point will be on focusing the concentration on higher fitness 

and this concentration is referred to as exploitation and is the task of selection. In ranking 

selection, the parent is uniformly randomly selected and does not consider the relative 

ordering of fitness and only the rank of the individual is important [81]. 

 

2.13.1.1.1 Genetic Algorithm 

 

For solving search and optimization problems the most common adaptive procedure is 

the Genetic Algorithm, that focuses on the genetic processes of biological organisms. By 

mimic the process of natural selection, Genetic Algorithm help in evolving solution for 

the real-world problems. The basic principle of the Genetic Algorithm was laid by 

Holland and helps to simulate those processes that are subjective to evolution. Genetic 

Algorithm help in handling a wide range of problems in different areas and is a robust 

technique that does not guarantee an optimal solution, but is good at finding ‘acceptable 

good’ solution. It is appropriate for extracting information from the search space that has 

robustness and fast search capabilities [82]. 

The underlying notion of Genetic Algorithm (GA) is planned in a way that it helps in 

simulating the process of natural systems and is vital for evolution that follows the 

principles of survival of the fittest. It is normally used where classical search methods 

cannot be used easily and the search space is bound to be huge [37]. As in nature, the 

species compete with each other for accessing resources and also compete to attract a 

mate. The fit species will spread to successive generation and help in producing superfit 

offspring having high fitness value suited to the environment concerning weak 

individuals whose offspring will decline in the coming generation. 

Genetic Algorithm work with a set of the population of individuals which are allotted a 

fitness score accordingly. The solution is provided for a given problem, and the highly fit 
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individuals are crossbred with other individuals for producing a new population which 

carry forwarded some traits of their parents and the weak ones will be excluded in the 

coming generation [83]. The process will lead to producing good individuals and this 

proportion of good characteristics will be forwarded to further generations and new good 

characteristics are spread throughout the coming population. This process helps in 

exploring new search space and an optimal solution to the problem is achieved. A good 

random search considers exploration by excluding exploitation, and the Genetic 

Algorithm try to maintain a balance between the two. 

 

Standard Genetic Algorithm comprises of following steps- 

BEGIN 

                          Generate initial population 

                         Compute fitness of each individual 

                    While NOT finished DO 

         BEGIN 

                   FOR population-size 

                 BEGIN 

                      Select two individual from old generation for mating 

                      Recombine the two individuals to give two offspring 

                      Compute fitness of the two offspring 

                     Insert offspring in new generation 

                END 

                    IF population has converged THEN 

                           Finished=TRUE 

           END 

  END 

 (A traditional Genetic Algorithm)[83] 

 

Solution comprises of a set of parameters which are referred as genes attached mutually 

to form string known as chromosomes. The set of parameters comprised of the 

chromosome is referred to as genotype, which has information for constructing an 
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organism and is referred to as phenotype and fitness depends on the performance of 

phenotype. The fitness function returns a numerical value and is devised for each 

problem which is proportional to the ability of the individual. During the reproduction, 

individuals are chosen from the population and re-synthesize to produce offspring for the 

next generation. The parents are randomly chosen which comprises of good individuals 

and the poor ones are left out. The parent chromosomes are re-synthesize following the 

mechanism of crossover and mutation. During crossover, individual chromosomes are cut 

at random position and then swapped to generate new chromosomes. It might not be 

applied to all chromosomes, a random choice is taken where the likelihood of crossover 

is between 0.6 and 1.0. After performing crossover, mutation is applied that randomly 

modify gene with small probability (0.001) [83]. 

Genetic Algorithm focuses primarily on the crossover operator and most common among 

them is one-point, multi-point and uniform. In one-point crossover, a cut-point inside two 

parents is inserted and information before the cut-point is swapped among two parents. In 

multi-point, a higher number of cut-points are made and information is then swapped. 

Cut-points are not used in uniform crossover, instead a global parameter indicates the 

likelihood that every variable should be interchanged among two parents [81]. In 

Tournament selection, a pair of individuals are picked randomly and the pair having high-

level of fitness is copied into the mating pool and the process is recurred until the mating 

pool is full [83]. Mutation introduces a new material into the population by randomly 

changing a gene in the chromosome. The final termination is made on the process when 

the value remains the same over successive iterations or when a fixed number of 

iterations are reached. GA is a computational effective and adaptive method and is 

usually employed where search space is of high-dimensionality and mathematically 

computed. Clustering is an unsupervised problem that handles a large volume of data and 

GA can be employed in this area [84], [85], [86], [110]. 
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2.13.1.2 Swarm Algorithm 

 

Swarm Intelligence has been used for the collective behavior of self-organized systems 

which are natural or artificial. It normally comprises of agents that interact with each 

other, by following simple rules that are inspired by nature. Swarm Intelligence extracts 

collective intelligence as a behavior and is assessed as an adaptive strategy that specifies 

how an individual should behave. It follows self-organizing, co-evolution, and simple 

rules which are applied in different domains like searching, optimizing, planning, and 

research work. [74]. 

 

2.13.1.2.1 Artificial Bee Colony 

 

For solving high-dimensional problem nature-inspired optimization techniques are more 

preferred in comparison to classical optimization methods. Various optimizations 

algorithms are present that helps to intercept with the complexity of the real-world. The 

social behavior of various species like birds, fish, and insects leads to the rise of swarm 

intelligence algorithms that help in solving various optimization problems. Artificial Bee 

Colony (ABC) depends on the foraging behavior of honey bee and is considered as an 

optimization algorithm. 

ABC is inspired by the intelligent foraging behavior of honey bees and is a population-

based search optimization process where artificial bees search for places that comprise of 

different food sources and try to achieve the source that has high nectar content. The 

Artificial Bee Colony (ABC) is a swarm-based meta-heuristics algorithm inspired by the 

intelligent behavior of honey bees and is a recent nature-inspired algorithm like Particle 

Swarm Optimization (PSO), Differential Evolution (DE), and Ant Colony Optimization 

(ACO) that is considered for optimization purpose. Tereshko Artificial Bee Colony 

(ABC) specifies two basic phases for the food source- Discovery of food source and 

collecting food from the food source. 

The first phase comprises initializing the scout bees to look for the food source, 

discovering the food sources within their reach, and evaluating their fitness so that the 

best food source can be traced easily. The second phase deals with the recruitment of the 



53 
 

scout bees who search the local area for the food source, evaluating their fitness and 

rejecting the site if required and then search the global area for new good sources. The 

food sources are searched in a multidimensional search space where employed and 

onlooker bees search for food sources in local search areas while onlookers and scouts 

cover the global search area and by this, a balance is maintained between the exploration 

and exploitation process. In ABC the number of food sources (solutions) equates to the 

number of employed bees and the association of employed bees is with only one food 

source. 

ABC model has three main components - Food Sources where the bees evaluate the 

richness of food, taste, and ease of extraction as major parameters to choose the best food 

source. The distance from the hive is also considered for accessing the desired target, 

Employed foragers who associate themselves with the current food source being utilized 

and inform other bees about the source distance and its profitability and Unemployed 

foragers which can be scout or onlooker that search for the food source to exploit and 

randomly explore the environment for finding new food sources [87]. 

ABC randomly tries to discover a good solution by iteratively improving the strategy of 

searching the neighbor and moves towards a better solution goal by abandoning poor 

solutions. Exchange of information among the bees is normally communicated through 

waggle dance. 

In relation with other swarm intelligence-based algorithms, ABC is an iterative approach 

where the fitness of the food source is judged by the quality of nectar in the food source. 

Four phases are required in ABC- initialization, employed bees phase, onlooker bees 

phase, and scout bee phase to perform its desired goal. The food source is produced 

randomly during the initialization phase using a specified equation, in employed bees 

phase the new position of the food source is searched and the value is updated if it is 

found to be better. In onlooker bees phase the fitness information of updated food source 

and its position is shared with the onlooker bees which then select food source based on 

probability. Finally, the Scout bees phase started if it is found that there is no change in 

the food source, which is then discarded and a new search is started [88]. 
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The general scheme of the ABC algorithm is as follows: 

 

 

 

The algorithm tends to produce improved results by increasing the colony size, but after 

reaching a sufficient point any improvement does not make any effect in overall 

performance. ABC handle smoothly the increasing dimension of the problem and help in 

optimizing numerical functions, it becomes more efficient on increasing number of 

variables.  

 

2.14 Summary 

 

In this chapter, a survey for related work is conducted that is relevant for this thesis. The 

chapter depicts information about the Information Retrieval Process and highlighted the 

role of ranking algorithm in the retrieval process. Various ranking algorithms are studied 

and a brief overview of the Nature-inspired algorithm is depicted which are considered 

for optimizing the ranking process. 
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CHAPTER 3 

 

DESIGN AND IMPLEMENTATION OF SCRANK 

ALGORITHM FOR RANKING WEB PAGES 

 

3.1 Introduction 

Owing to sudden surge of information on the World Wide Web there is difficulty in 

finding out the relevant web pages that focus on the user query and maximum time is 

spend in retrieving the needed information. Internet normally comprises of an abundance 

of information and people explore their areas to get the relevant information. It has been 

found out that the core component of any search engine is the ranking framework which 

work on user queries and rank web pages. A good ranking system should not be based on 

single criteria but can take input from multiple points to create a comprehensive ranking 

system. It can be pointed out that the Information Retrieval process can be improved by 

incorporating the process of both content similarity and link analysis. The aim of the 

dissertation is to explore the ranking algorithm. This chapter proposed the scRank 

algorithm that helps in web pages ranking quite efficiently. Based on user query, the web 

pages are clustered that undergoes certain conditions and thereafter ranking is applied to 

them. The illustrated example given demonstrates the working of the model scRank. The 

proposed approach helps in reducing the complexity by reducing the number of iterations 

and rank documents in minimum time duration. 

3.2 Related work 

Different works by various researchers have pointed out that various measures are used 

for ranking the results of the query. Various approaches have been adopted for web page 

ranking that satisfies user yearning for appropriate information. 
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Shen et al., (2012) [89], presents a ranking method that focuses on query words, history, 

and search results. The relevancy of document content can be expressed on user 

performance. Anjusha and Nizar, (2019) [90], proposed a search technique that produces 

high-quality and relevant web pages by not only combining link structure but also the 

content of the pages. Better search results are provided concerning the generic search 

engine. Koo et al., (2019) [91], proposed a C-Rank algorithm that integrate collectively 

link information and content of a web page and helps in providing quick and accurate 

responses for user-generated queries. Based on the above works the proposed work also 

tries to focus on query words and combine both content and link of the pages, the work 

also tries to enhance the ranking work by pre-filtering the web pages. Gao and Xu, (2018) 

[92], presents an aggregation framework pRankAggreg that is based on unsupervised 

ranking and uses agglomerative hierarchical clustering which manages to cluster users 

that have related partial rankings. For computing joint ranking a weighted linear 

combination method is used that helps in assigning user weight. We also try to segregate 

the query results by clustering the web pages based on certain conditions that help in 

reducing computational work. Choudhary et al., (2018) [93], manages user profile using 

web search personalization method and help to personalize the search results. Static and 

dynamic preferences of the user are incorporated while Goyal et al., (2019) [94], 

proposes sNorm(p), which is a variant of SALSA, rank web pages efficiently. The work 

efficiently reduces the low authority hub weight calculation by combining the p-Norm of 

vector norms and SALSA. Sethi and Dixit, (2019) [95], proposed a new ranking 

mechanism for pages that undertake the browsing patterns of the user and focus on the 

links that are visited by the users. Like, Sheetal et al., (2019) [96], focus on closed pattern 

technique that helps in reducing the number of rules using frequent pattern mining 

technique which assist the user in accessing web pages based on certain patterns, the 

proposed work tries to group web pages based on query words. Guo et al., (2019) [97], 

tries to summarize the neural ranking models present status that consider raw text inputs 

and learn from it, and help in solving the ranking problem, while Overland and Juraev, 

(2019) [98], develops an automated algorithm for segmented string relative ranking that 
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create rankings of countries based on expert opinion survey using network theory and 

link analysis. 

3.3  Proposed Methodology 

The preferred approach scRank Algorithm is based on the ranking algorithm that 

is used to prioritize the web pages based on user queries which are generated by the 

search engine. It is proposed with the motivation to ease the task of retrieving the relevant 

web pages. Some ranking algorithm uses only the structural links for ranking purpose, 

but the motivation behind the given approach is to incorporate both structure and content 

of the nodes for formulating ranking score so that high precise results can be obtained 

and the user will get the pages that are rich in both content and link. 

The main implication for the proposed work is to assist the lame users in finding 

the preferred information from the pool of data. Most of the users are unable to get the 

desired result of their query and keep on reframing the query to get the result, so the 

scRank ranking algorithm helps the users in obtaining their desired pages in less amount 

of time. It also employs both a content approach and structure approach and eases the 

task of information retrieval. The given work computes the cumulative weight of the 

nodes by taking into account the link structure and cumulative weight for the web pages. 

It undertakes the content of the web pages concerning user queries before applying the 

ranking algorithm. The given Query Q extract N pages that are filtered using different 

criteria and later ranking is applied to them. 

The given approach helps in clustering the website pages toward the start of the 

procedure by checking the substance of the pages concerning the user query thereby 

eliminating the pages which lack proper content. It also considers the structural links 

among web pages. The PageRank consider structural links only and performs the 

computation for all the web pages while the scRank filters the page based on different 

criteria as stated in the algorithm and computation is done for selected web pages only. It 

helps in limiting the computational intricacy of the procedure and lastly helps in ranking 

of the nodes that are recovered.  
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3.3.1  Architecture 

 The architecture of the given approach is represented in Figure 3.1. 

                                                                          

 

Figure 3.1Architectural Model for scRank 

 

3.3.2  Algorithm 

The proposed scRank accepts user query and helps in ranking the web pages by following 

certain algorithm steps and is portrayed as- 
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Algorithm scRank: 

Input: User Query  

Output: Ranked Web Pages (WP)/documents 

 

Steps:  

 

1. Enter query Q consisting of ‘n’ terms that extract ‘N’ pages by removing stopwords.  

2. Count number of terms ‘n’ of query ‘Q’.  

3. Calculate cumulative weight of the nodes using the formula- 

 

( ) ( ) / ( ( ) ( ))CW n I w I w O w   

       

             where  

   CW(n)- cumulative weight of node 

                 I(w)- Indegree weight of node   

                 O(w)- Outdegree weight of node   

 4. Webpages/ documents are clustered on basis of following criteria-  

Case I: If all term ‘n’ of ‘Q’ appear in WPi where i=1, 2, 3,…M group them in Ci,  

                         where  i=1, 2, 3.  

Case II: If ‘ n-1 < = WP > = n/2 ’ group them in Ci, where i=1, 2, 3.  

Case III: If one term ‘n’ match group them in cluster Ci, where i=1, 2, 3, exclude.  

5. Calculate cumulative weight of web pages with respect to the Query which are 

grouped into clusters using the formulas- 

 

0

( ) ( ) / ( )n

n

i

W x N xi N x


   

               where  

         W(x) - Weight of node x 

                             N(xi) - Number of times xi term of query occur in web page 

                             N (xn) - Total occurrence of all term in web page 

 

0

( ) i

n

i

CWq x x


  

              where  

      CWq(x) - cumulative weight of query in x page 

 

  6. Calculate scRank of the web pages grouped in clusters using Formula-  

 
( ) (1 ( ) ( ) [( ( 1) / ( 1) ( 2) / ( 2) ... ( ) / ( )* ]scRank N CWq x CW n rank N O N rank N O N rank Nn O Nn       
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 where  

  scRank(N) - rank of web pages N 

  α – constant term between 0-1, taken as 0.85 as standard value. 

  CWq(x) - cumulative weight of query in x page 

CW(n) - cumulative weight of node 

 

7. Finally ranked web pages are retrieved.  

 

3.3 Dataset Used 

A dataset consisting of 8910 URLs are collected for testing the algorithm. The 

collected URLs are then tested on a set of different queries that generate a proper ranking 

result. A total of 100 queries are taken and are tested on the collected URLs. A small part 

of the dataset and queries employed for evaluating the ranking result is shown for 

illustration purpose in Figure 3.2 and Figure 3.3. The proposed work is experimentally 

performed on Spyder (Python 3.7). 

 

Figure.3.2. Dataset of web pages 
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Figure.3.3. Queries tested on web pages 

3.3.4 Experimental Analysis 

The proposed work is executed by considering A, B, C, D, E, F, and G web pages. Figure 

3.4 represents a directed graph of interlinked seven web pages. 

 

Figure 3.4 Hyperlink Structure of web pages 



62 

 

For a specified query the frequency of the terms among the different web pages is 

outlined in Table 3.1. 

 

Table 3.1 Frequency of terms in Web Pages 

Terms\ 

Nodes 

A B C D E F G 

Information 20 8 8 10 20 0 25 

Retrieval 10 12 13 15 10 0 0 

Evolutionary 12 0 6 8 5 0 0 

Computation 8 0 2 6 2 6 0 

 

The cumulative weight is calculated using formula 3.1 based on hyperlink structure for 

all the nodes and is given in Table 3.2 using formula- 

 ( ) ( ) / ( ( ) ( ))CW n I w I w O w    

Table 3.2 Cumulative Weight for the nodes 

Node Inlink 

weight 

Inlink 

weight 

Cumulative 

weight 

A 3 2 0.60 

B 2 3 0.40 

C 3 4 0.43 

D 3 2 0.60 

E 3 1 0.75 

F 1 3 0.25 

G 3 3 0.50 

Based on the rules of the proposed algorithm specified in Step 4, the nodes are clustered. 

Case I is applied on nodes A, D, C, and E as all query words are found which are then 

(3.1) 
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clustered together and Case II is applied on node B which will be placed in the second 

cluster. Case III is applied to F and G nodes that are excluded. After clustering, the 

cumulative weight of web pages concerning the Query is evaluated for Cluster 1 and 

Cluster 2 as is depicted in Table 3.3, Table 3.4 and Table 3.5 using formula 3.2. 

                                 
0

( ) ( ) / ( )n

n

i

W x N xi N x


 
 

      Table 3.3 Weight of each term of the query in (A) 

 

Weight(x) Value 

W(x1) 0.40 

W(x2) 0.20 

W(x3) 0.24 

W(x4) 0.16 

 

Similarly, weight for pages B, C, D, and E are evaluated and finally, cumulative 

weight is commutated using the given formula in 3.3. 

  
0

( ) i

n

i

CWq x x



 

Table 3.4 Cumulative weight of nodes for query in Cluster 1 

Cumulative 

Weight(x) 

Value 

CW(A) 1 

CW(C) 0.97 

CW(D) 1.08 

CW(E) 0.99 

(3.2) 

(3.3) 
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Table 3.5 Cumulative weight of nodes for query in Cluster 2 

Cumulative 

Weight(x) 

Value 

CW(B) 1 

 

scRank formula is finally applied to the clusters and is given in the equation 3.4. The 

ranking of the nodes is presented in Table 3.6 and Table 3.7. 

( ) (1 ( ) ( ) [( ( 1) / ( 1) ( 2) / ( 2) ... ( ) / ( )* ]scRank N CWq x CW n rank N O N rank N O N rank Nn O Nn         

The scRank values of nodes in Cluster 1 that are clustered together are depicted in Table 

3.6. 

Table 3.6 scRank of Cluster 1 

 

The Table 3.7 depicts the scRank values of Cluster 2 that are clustered together. 

 

(3.4) 
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Table 3.7 scRank of Cluster 2 

 

The procedure can be halted as it is discovered that after Iteration 11 all the values of the 

nodes are found to be similar. Ranking of the last nodes is depicted in Table 3.8. 

 

     Table 3.8 Ranking of the Nodes 

Ranking 

Order 

Ranked 

Nodes 

1 A 

2 C 

3 E 

4 D 

5 B 

 

The proposed methodology provides result in less iteration and help in minimizing the 

computational complexity of the process. It helps in reducing the processing time and 

cost of the process in computing the rank of the nodes. 

By following the original PageRank, it is found that till 27 iterations we are not getting 
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similar values, but following the proposed methodology the results are obtained after 11 

iterations. The result of the scRank and PageRank on the number of iteration needed for 

obtaining the result is shown in Table 3.9. 

 

Table 3.9 Iteration Required 

 

Iteration required after which 

the desired result is achieved 

scRank PageRank 

11 27 

 

 

 The result of the standard method of PageRank calculation of all nodes is depicted in 

Table 3.10. 

Table 3.10 PageRank of all Nodes 
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In Table 3.11 the final ranking of the nodes are displayed. 

 

Table 3.11 Ranked Nodes 

 

Ranking 

Order 

Ranked 

Nodes 

1 G 

2 E 

3 D 

4 A 

5 C 

6 B 

7 F 

 

 

It has also been found by observing the above computation that though PageRank value 

of node G is more, but it hold one query term only. This shows the scantiness in getting 

the true value by following a single approach of structural links which is not enough for 

analyzing the ranking of the nodes. 

The proposed algorithm is now implemented on the given dataset having 8910 URLs and 

tested on 100 queries using Spyder (Python 3.7). The cumulative weight of the URLs is 

represented in Table 3.12. 
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Table 3.12 Cumulative weight of the URLs 

 

 

After applying the rules of the proposed algorithm, clustering is done and the cumulative 

weight of web pages concerning the Query is evaluated for Clusters and shown in Table 

3.13. 

Table 3.13 Cumulative weight of nodes in Cluster 
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The processing of the scRank algorithm in different iteration is shown in Table 3.14. 

Table 3.14 Processing steps of Different Iteration in scRank 

 

After performing the steps of the algorithm the result of scRank and PageRank is 

illustrated in Table 3.15 and Table 3.16. 

Table 3.15 Ranking result in scRank 
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Table 3.16 Ranking result in PageRank 

 

The comparative result of the scRank and PageRank is depicted in Table 3.17. 

Table 3.17 Ranking result in scRank and PageRank 
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3.4 Result Analysis 

The final representation shows an improvement in scRank to the basic PageRank model. 

It has been found that the execution time and iteration cycle of scRank is comparatively 

less concerning the PageRank algorithm. The execution time of the running process is 

graphically represented in Figure 3.5(a) and 3.5(b). 

 

Figure 3.5(a) Execution time of scRank and PageRank 

 

Figure 3.5(b) Bar Graph of Execution time for scRank and PageRank 
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The number of iterations to perform the working of scRank and PageRank is graphically 

presented in Figure 3.6 that shows that scRank takes 19 iterations to complete the 

processing while PageRank require 25 iterations. 

 

Figure 3.6 Number of iterations for scRank and PageRank 

Figure 3.7 (a) and Figure3.7 (b) depict the results of different iterations of web pages in 

the scRank and PageRank algorithm. 

 

Figure 3.7(a) Result of iterations in scRank 
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Figure 3.7(b) Result of iterations in PageRank 

Finally to access the ranking quality of scRank with PageRank different evaluating 

measures like Precision, Recall, Average Precision, and Mean Average Precision is 

performed and the results are presented in Figure 3.8, Figure 3.9, Figure 3.10 and Figure 

3.11. The Figure 3.8 shows that the precision value for scRank is approximately 48 while 

PageRank has a value of 40, which shows high performance of scRank algorithm. 

 

Figure 3.8 Precision values for scRank and PageRank 
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The Figure 3.9 shows that the recall value for scRank is approximately 52 while 

PageRank has a value of 46. 

 

Figure 3.9 Recall value for scRank and PageRank 

The Figure 3.10 shows that the average precision value for scRank is approximately 67 

while PageRank has a value of 45. 

 

Figure 3.10 Average Precision for scRank and PageRank 
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The Figure 3.11 shows that the mean average precision value for scRank is 

approximately 57 while PageRank has a value of 43. 

 

Figure 3.11 Mean Average Precision for scRank and PageRank 

To access the ranking quality of the algorithm, Cumulative Gain, Discounted Cumulative 

Gain, Idealized Discounted Cumulative Gain, and Normalized Discounted Cumulative 

Gain is used which shows the performance improvement and is depicted in Figure 3.12, 

Figure  3.13, Figure 3.14 and Figure 3.15. 

The Figure 3.12 shows that the cumulative gain value for scRank is approximately 331 

while PageRank has a value of 262. 
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Figure 3.12 Cumulative Gain for scRank and PageRank 

The Figure 3.13 shows that the discounted cumulative gain value for scRank is 

approximately 59 while PageRank has a value of 46. 

 

Figure 3.13 Discounted Cumulative Gain for scRank and PageRank 
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The Figure 3.14 shows that the idealized discounted cumulative gain value for scRank is 

approximately 65 while PageRank has a value of 55. 

 

Figure 3.14 Idealized Discounted Cumulative Gain for scRank and PageRank 

The Figure 3.15 shows that the normalized discounted cumulative gain value for scRank 

is approximately 0.90 while PageRank has a value of 0.82 that show an improvement in 

the ranking quality of the proposed algorithm. 

 

Figure 3.15 Normalized Discounted Cumulative Gain for scRank and PageRank 
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3.5 Summary 

The proposed approach provides high precision value for ranking web pages that 

encapsulate both the structural links and content for the web pages, while PageRank only 

considers the link approach. By using both the approach high-quality, user-relevant 

information can be retrieved in a lesser time duration. The proposed work successfully 

provides more accurate web pages by using a clustering approach to group nodes at the 

initial phase of processing on the given data set. It is seen that however the hyperlink 

count is high for a node, yet at the same time due to the absence of content it is not 

considered for ranking and is eliminated at the preliminary phase.  

The projected work helps in reducing the number of iterations and overall 

minimizes the computational complexity of the ranking process. It is well-known that 

information retrieval process is a difficult task and much of the time is spent in retrieving 

relevant web pages, so by following this procedure only relevant nodes are considered 

and we exclude irrelevant nodes that lack content thus improving the efficiency of the 

process and also reduce the computational complexity of the process while it is not found 

in PageRank approach and it evaluates all the pages irrespective of lack of content thus 

increasing the processing time. scRank also provides the results in less number of 

iterations compared with PageRank. The evaluation measure of both the approach depicts 

a rise in the precision value and an improved normalized value is obtained while using 

the proposed approach.  
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CHAPTER 4 

 

DESIGN AND IMPLEMENTATION OF GRANK 

ALGORITHM USING GENETIC ALGORITHM 

 

4.1 Introduction 

In recent years the expansion of online information is taking place at a fast rate. World 

Wide Web repository comprises of diverse information that help in fulfilling the 

requirements of the user. In order to retrieve the derived information the structure of the 

internet must be examined properly. In information retrieval system, different ranking 

algorithms are recommended that are considered as the backbone. Nature-inspired 

evolutionary measures can be utilized that help to optimize the retrieved information. For 

handling the complex environment of the web effectively, Genetic Algorithm is used here 

for efficient search. This chapter presents a gRank algorithm that ranks the results of the 

query using genetic algorithm. The web pages are clustered together by applying certain 

conditions which is followed by selection. It is followed by crossover and finally, the 

mutation is applied. The chapter presents the working process of gRank and a 

relationship is set between gRank and PageRank algorithm. By following a limited set of 

iterations the proposed method optimize the retrieved information in minimal time 

duration. 

4.2 Related work 

The work by various researchers have pointed out that different approaches are 

used for ranking query result by incorporating a Genetic Algorithm. Rathod et al., (2017) 

[99], proposed a personalized system that is used for tailoring the search results which is 
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based on user interest and preferences. Genetic Algorithm is used for finding best feature 

selection based on the fitness relevancy and provides effective and efficient search result. 

Yates et al., (2019) [100], proposed CombGenRank, an effective ranking algorithm that 

provides efficient web pages. It introduces a novel selection criterion that is effective for 

supporting web document ranking. 

Chen, (2018) [101], proposed a page clipping search engine that works on page-

discussion topics where it clips the relevant page’s topic wise based on user interest. It 

uses an adjustedN-gram language model that uses a hash method for producing 

significant topics and also employs a genetic algorithm for clipping results. The method 

helps in finding multiple clustering relationships which is a cost-effective solution. Yan 

et al., (2011) [102], introduced a genetic PageRank algorithm that solves the web search 

problem by taking advantage of the genetic algorithm. Mueller, (2017) [103], proposed a 

method that selects items repeatedly using recommendations and produces a new 

population using a genetic algorithm. It uses a weighted hybridization method to create a 

single one by combining multiple recommendations. The method provides significant 

improvement for long lists of recommended items. 

Subramanian and Sivaprakasam,  (2014) [104], method work for removing 

duplicate web documents by employing the Genetic Algorithm that helps to improve the 

relevancy of the documents that are retrieved. Thada and Jaglan, (2014) [105], proposed 

the work for finding relevant documents using Rogers-Tanimoto, MountFord, and 

Baroni-Urbani/Buser similarity coefficients measures. Genetic Algorithm is being used 

for depicting resemblance between query and document and it mount high when the 

Probability of mutation is lowered while the Probability of crossover is increased. Singh 

and Solanki, (2019) [106], presents a survey about various metrics that are used in 

recommender system performance analysis and also throws light on various nature-

inspired algorithms for recommender systems. S.V. Semenikhin, (2016) [107], present a 

ranking function article that learns to rank process in information retrieval systems. It 

uses a hybrid method that works on a modified genetic algorithm and the Nelder-Mead 

method that helps in improving ranking graded-metrics, like NDCG, and overall reduces 

the time for learning to rank. Radwan et al., (2008) [108], investigated the use of a 

Genetic Algorithm by introducing a new fitness function that approximates the 
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information retrieval in a fast manner. Yeh et al., (2007) [109], proposed a machine 

learning approach for generating effective ranking functions for Information Retrieval. 

The RankGP uses genetic programming for learning a ranking function by employing 

content, structure, and query independent features. 

 

4.3 Genetic Algorithm 

The nature-inspired algorithms are used for handling real-world optimization problems 

that are quite large and complex. Optimization techniques make use of available 

resources and help in finding the best solution without disturbing the desired conditions. 

The genetic algorithm is regarded as a stochastic global optimization technique that 

follows Darwin’s theory of evolution where principles like selection and crossover are 

adopted to find solutions for a search space. GA is a computational effective and adaptive 

method and is usually employed where search space is of high-dimensionality and 

mathematically computed. Complex problems can be efficiently solved using Genetic 

Algorithm and can be used for optimization purpose [111]. Clustering is an unsupervised 

problem that handles a large volume of data that act as data processing technique and GA 

can be employed in this area. [110], [112]. 

The search space in the Genetic Algorithm is composed of chromosomes that comprise a 

fitness value and these chromosomes along with their fitness value constitute a 

population [108]. It follows the natural process of evolution where the population is 

usually encoded as chromosomes. The chromosomes are judged based on the fitness 

value that shows its degree of goodness. To generate better solutions, the selection 

operator is used followed by crossover and mutation. Genetic Algorithm works with 

coding of the parameter set by considering multiple points in a blind search manner using 

stochastic operators. The new population is generated by the mating process by choosing 

the best individuals within the current population. This helps in carrying good 

characteristics to the next generations and an optimal solution is obtained [83]. 
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4.4 Proposed Methodology 

The given approach gRank Algorithm uses a Genetic Algorithm for web page 

ranking and consider both the the structural characteristics and the content of web pages. 

Following the given query Q it extracts W web pages using the filtering criteria. Fitness 

and probability of the pages are evaluated, and by monitoring the higher fitness value 

pages are selected and genetic operators- single-point crossover and flip mutator is 

applied for getting better results. Roulette Wheel is applied for selection which is directly 

proportional to the fitness value. 

Proposed methodology gRank clusters the relevant web pages and eliminate those 

pages that lack proper content and then apply GA for ranking purpose while PageRank 

approach consider all the web pages for computation that later increases the complexity 

of the process. gRank reduces the computational complexity of the process by ranking the 

nodes based on the fitness value.  

 

4.4.1 Architecture 

The outline of the given gRank approach is represented in Figure 4.1 

 

Figure 4.1 Proposed Architectural Model for gRank  
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4.4.2 Algorithm 

The proposed algorithm provides ranked web pages by accepting user query and follows 

certain steps of the algorithm and is illustrated as-  

 

Algorithm: gRank 

Input: User Query  

Output: Relevant Ranked Web Pages (RW) 

 

Steps:  

 

1. User entered query Q comprises of ‘n’ terms that extract ‘W’ pages by removing 

stopwords.  

2. Count number of terms ‘n’ of query ‘Q’.  

3. Calculate Inlink (I) and Outlink (O) weight of the nodes.                  

4. Cluster Web pages using following criteria-  

Case I: If all term ‘n’ of ‘Q’ appear in Wi where i=1, 2, 3,…X group them in CLi,  

             where   i=1, 2, 3.  

Case II: If ‘n-1 < = W > = n/2’ group them in CLi, where i=1, 2, 3,…X.  

Case III: If one term ‘n’ match group them in cluster CLi, where 1, 2, 3,…X, 

exclude.  

5. Calculate Fitness value of the web pages F(X) using the formulas- 

 

( ) ( ( ) / ( )) ( ( ) / ( ))F X W X Q n I W O W   

     

               where  

       W(X) - Term weight of page X corresponding to Q 

     Q (n) - Term weight n of query Q 

     I (W) - Inlink weight of web page X 

    O (W) - Outlink weight of web page X 

   6. Calculate probability of the web pages P(X) using Formula-  
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1

( ) ( ) / ( )
X

i

P X F X F X


   

                                                                       

            where  

               F(X) - Fitness of the web page 

7. Calculate Expected Count of the web page EC(X) and Actual Count of the web page 

AC(X) which is approximate of EC(X) using Formula- 

 

( ) ( ) / ( )EC X F X F X  

           

                     where  

                       F(X) - Fitness of the web page 

             F(X) – Average of fitness of the web pages 

 

8.  Select Mating pool and mate. Apply one- point crossover and Flip mutation to 

produce new  

     population. 

9. Fitness value is again evaluated for the New generation and the steps 5- 8 is repeated 

till  

    termination condition is reached, which is repetition of same strings of chromosomes. 

10. Finally web pages are ranked on the basis of Fitness values. 

 

  4.4.3 Dataset Used 

A dataset consisting of 8910 URLs are collected for testing the algorithm. The 

collected URLs are then tested on a set of different queries that generate the proper 

ranking result. A total of 100 queries are taken and are tested on the collected URLs. A 

small part of the dataset and queries employed for evaluating the ranking result is shown 

for illustration purpose in Fig. 7.1 and Fig 7.2. The proposed work is experimentally 

performed on Spyder (Python 3.7). 
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Figure 4.2 Dataset of web pages 

 

 

Figure 4.3 Queries tested on web pages 
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4.4.4 Experimental Analysis 

 

For implementing the gRank approach a directed graph having nodes A, B, C, D, E, F, 

and G is taken as shown in Figure 2 that are interlinked among each other. 

 

Figure 4.4 Hyperlink Structure of web pages 

Table 4.1 displays the occurrence of the terms found on the web pages based on the 

query. 

 

Table 4.1 Occurrence of terms on Web Pages 

Terms\ 

Nodes 

A B C D E F G 

Information 20 8 8 10 20 0 25 

Retrieval 10 12 13 15 10 0 0 

Evolutionary 12 0 6 8 5 0 0 

Computation 8 0 2 6 2 6 0 

 

The Inlink weight (IW) and Outlink (OW) weight of the nodes is evaluated as shown in 

Table 4.2. 
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Table 4.2 Weight of the nodes 

 

Based on the rules of the algorithm, the nodes are now clustered as illustrated in Step 4. 

By close observation, it is found that the node A, D, C, and E contain all query words and 

therefore Case I is applied and are clustered in one group. On node B, Case II is applied 

which is settled in the second cluster. Following Case III, the two nodes F and G are left 

out. After clustering the nodes, the Fitness value of the web pages F(X) is calculated 

using the formula shown in 4.1. 

 

( ) ( ( ) / ( )) ( ( ) / ( ))F X W X Q n I W O W   

 

After evaluating web page Fitness value, the probability P(X) for web pages is calculated 

using the formula shown in 4.2. 

 

1

( ) ( ) / ( )
X

i

P X F X F X


   

 

The probability percentage is evaluated and finally, the Expected Count of the web page 

EC(X) and Actual Count of the web page AC(X) is calculated using formula shown in 

4.3, the AC(X) is approximate of EC(X). 

 

(4.1) 

(4.2) 

(4.3) 
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( ) ( ) / ( )EC X F X F X  

 

The values of Fitness, probability, probability percentage, Expected Count, and Actual 

Count are shown in Table 4.3. 

 

Table 4. 3 Value of Fitness, Probability, Probability Percentage, Expected Count and 

Actual Count for the nodes 

 

After finding the solution space the genetic operators are applied like a crossover (CO), 

mutation (MU), and again steps 5- 8 are repeated to find the next generation of 

population as shown in Table 4.4, Table 4.5 and Table 4.6. The MP represents Mating 

Pool, M represents Mate and NP is the New Population. 

 

Table 4.4 I
st
 Iteration after applying Genetic Operators 
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Table 4.5 2
nd

 Iteration after applying Genetic Operators 

 

Table 4.6 3
rd

 Iteration after applying Genetic Operators 

 

 

After observing the above result we can conclude that the values are repeating so we can 

terminate the process. The fitness values of all the nodes are presented in Table 4.7 and 

illustrated in Figure 4.5. 

 

Table 4.7 Fitness Values in Different Iterations 

 



90 
 

 

Figure 4.5 Representations of Fitness Values 

The fitness value ranges in the proposed example from 5 to 17 and we are getting similar 

values after certain number of steps. The final ranking of the nodes is done based on 

Fitness value which is directly proportional to selection and is given in Table 4.8 and 

illustrated graphically in Figure 4.6.  

    

Table 4.8 Ranked Nodes along with Fitness Values 

Ranked 

Nodes 

Fitness Value 

A 16.5 

E 13.5 

D 10.75 

C 8.5 

B 7.166667 

 

 

Figure 4.6 Ranking of Nodes in gRank Model 
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The given approach helps in achieving the result by performing less calculation to rank 

the nodes and help in minimizing the complexity of the process by achieving results in 

minimum time duration. 

The original PageRank performs computation for all the nodes thus increasing the 

complexity and time of the process and the results are not yet achieved till 27 iterations.  

Table 4.9 depicts the result of PageRank and Table 4.10 finally ranked nodes. 

 

Table 4.9 PageRank of all Nodes 
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           Table 4.10 Ranked Nodes 

 

The observation shows that ranking of node G is high in the PageRank algorithm though 

it lacks content which shows the inadequacy of the approach. The gRank not only helps 

to remove irrelevant nodes that lack content but also consider the interconnectivity of 

web pages and content while calculating the ranking of the nodes. Table 4.11 depicts that 

the result in gRank is achieved in 4 steps while PageRank does not achieve the desired 

result up till 27 iterations, which shows that computational complexity is minimized in 

using the gRank approach. 

 

Table 4.11 Iteration Required 

 

Iteration required after which 

the desired result is achieved 

gRank PageRank 

4 27 

 

 

The proposed algorithm is now implemented on the given dataset having 8910 URLs and 

tested on 100 queries using Spyder (Python 3.7). The Inlink weight (IW), Outlink (OW) 

weight, query, and document weight of the nodes based on the query is evaluated and 

depicted in Table 4.12. 
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Table 4.12 Weight of the URLs 

 

The fitness value of the nodes in different iterations in the gRank algorithm is evaluated 

and is depicted in Table 4.13. 

Table 4.13 Fitness values during Iterations 

 



94 
 

After performing the steps of the algorithm the comparative result of the gRank and 

PageRank is depicted in Table 4.14. 

Table 4.14 Ranking result in gRank and PageRank 

  

4.5 Result Analysis 

The final representation shows an improvement in gRank to the basic PageRank model. It 

has been found that the execution time and iteration cycle of gRank is comparatively less 

concerning the PageRank algorithm. The execution time of the running process is 

graphically represented in Figure 4.7(a) and 4.7(b). 

. 

 

Figure 4.7(a) Execution time of gRank and PageRank 



95 
 

 

Figure 4.7(b) Bar Graph of Execution time for gRank and PageRank 

The number of iterations to perform the working of gRank and PageRank is graphically 

illustrated in Figure 4.8 that shows that gRank takes only 10 iterations to complete the 

processing while PageRank require 25 iterations. 

 

Figure 4.8 Number of iterations for gRank and PageRank 
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Figure 4.9(a) and Figure 4.9(b) represent the results of iterations of web pages in the 

gRank and PageRank algorithm. 

 

Figure 4.9(a) Result of iterations in gRank 

 

 

Figure 4.9(b) Result of iterations in PageRank 

Finally to access the ranking quality of gRank with PageRank different evaluating 

measures like Precision, Recall, Average Precision, and Mean Average Precision is 

performed and the results are shown in Figure 4.10, Figure 4.11, Figure 4.12 and Figure 
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4.13. The Figure 4.10 shows that the precision value for gRank is approximately 49 while 

PageRank has a value of 40, which shows high performance of gRank algorithm. 

 

Figure 4.10 Precision values for gRank and PageRank 

The Figure 4.11 shows that the recall value for gRank is approximately 60 while 

PageRank has a value of 46. 

 

Figure 4.11 Recall value for gRank and PageRank 



98 
 

The Figure 4.12 shows that the average precision value for gRank is approximately 71 

while PageRank has a value of 45. 

 

Figure 4.12 Average Precision for gRank and PageRank 

The Figure 4.13 shows that the mean average precision value for gRank is approximately 

61 while PageRank has a value of 43. 

 

Figure 4.13 Mean Average Precision for gRank and PageRank 
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For measuring the ranking quality of the algorithm, Cumulative Gain, Discounted 

Cumulative Gain, Idealized Discounted Cumulative Gain, and Normalized Discounted 

Cumulative Gain is calculated. It has been found out that the final value of NDCG of 

gRank is more in comparison with the PageRank algorithm and the result is shown in 

Figure 4.14, Figure 4.15, Figure 4.16, and Figure 4.17. 

The Figure 4.14 shows that the cumulative gain value for gRank is approximately 350 

while PageRank has a value of 262. 

 

 

Figure 4.14 Cumulative Gain for gRank and PageRank 

The Figure 4.15 shows that the discounted cumulative gain value for gRank is 

approximately 59 while PageRank has a value of 46. 
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Figure 4.15 Discounted Cumulative Gain for gRank and PageRank 

The Figure 4.16 shows that the idealized discounted cumulative gain value for gRank is 

approximately 68 while PageRank has a value of 55. 

 

 

Figure 4.16 Idealized Discounted Cumulative Gain for gRank and PageRank 
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The Figure 4.17 shows that the normalized discounted cumulative gain value for gRank is 

approximately 0.86 while PageRank has a value of 0.82 that show an improvement in the 

ranking quality of the proposed algorithm. 

 

Figure 4.17 Representation of Normalized Discounted Cumulative Gain in gRank and 

PageRank 

4.6 Summary 

Genetic Algorithm based ranking system gRank is proposed that helps in accessing 

relevant pages based on user query. The proposed methodology provides a better and 

accurate result in less time duration. Content and structural links of the web pages are 

considered for providing relevant results. It clusters the nodes for the given data set based 

on content and leave irrelevant nodes that lack proper content and provide efficient result. 

The proposed approach applies the genetic operators on the set of population and 

the nodes are ranked based higher fitness values. The results depict that if the node lacks 

proper content it is not considered for the ranking process even though its hyperlink count 

is more. The results are obtained in less number of iterations thus increasing the 

relevancy of the approach and also reduce the computational complexity of the process. 
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CHAPTER 5 

 

DESIGN AND IMPLEMENTATION OF BEERANK 

ALGORITHM USING ARTIFICIAL BEE COLONY 

ALGORITHM 

 

5.1 Introduction 

There is an incredible change in the World Wide Web and the users face difficulty in 

accessing the needed information as per their need. Search engines are working in 

different perspectives to improve the quality of results obtained. Different algorithms are 

devised at each step of the information retrieval process, and it is observed that ranking is 

one of the core ingredients of any search engine that has a paramount role in arranging 

the information. A good ranking system should incorporate various measures to improve 

the result quality and should not stick to a single measure. In this regard, different 

measures are adopted for web page ranking by using content, structure, or log data.  In 

the coming years, it has been observed that various nature-inspired ranking algorithms 

are used which integrate different measures and help to optimize the quality of the result 

obtained. The BeeRank algorithm is proposed in this chapter that provides quality results, 

which is inspired by the Artificial Bee Colony algorithm for ranking web page and uses 

both the structural and content approach for calculating the rank value and provides better 

results. It also helps the users in uncovering the relevant web pages by minimizing the 

computational complexity of the process and achieves the result in minimum time 

duration. The working is illustrated and is compared with the traditional PageRank 

algorithm that incorporates only structural links, and the result shows an improvement in 

ranking and provides user-specific results. 
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5.2 Related work 

Different work is being carried out in the domain of information retrieval by 

incorporating nature-inspired algorithms in real-life scenario. Deo et al., (2019) [113] , 

presents a retrieval system for the web pages that uses PSO which identify and refine 

features set by storing them in a database, which later can be used for webpage retrieval. 

Tf-idf is used for the feature selection process. Karaboga et al., (2011) [114], proposed 

ABC for clustering data which can be applied for multivariate data clustering and 

classification benchmark problems. It is compared with PSO and other techniques used 

for optimization tasks. Ju et al., (2013) [115], proposes NABC (New Artificial Bee 

Colony) which helps in altering the search pattern for employed and onlooker bees. 

Neighborhood solutions are searched and new best solutions are generated. Anuradha and 

Lavanya, (2014) [116], suggested a new optimization perspective for solving the ranking 

problem. The given method assigns a rank to the web pages by considering various 

factors like users interest, total web site linkage, and growth analysis rate. Rani et al., 

(2017) [117], work on the referential concepts and present an approach of web page 

ranking using ant colony and ABC approach. User interest URLs are captured based on 

search requirements and the weights of the web pages are updated periodically. The Ant 

colony and Bee colony trace an ideal path for searching the desired result and produce a 

better result in comparison to the legacy algorithm. 

Sakulin et al., (2018) [118], presents an interface optimization method for the web 

page interface with focusing on genetic algorithms (GAs), artificial bee colony 

algorithms (ABC), and charged system search algorithms (CSSs). Optimization is 

implemented using DOM models. For simple sample, GA provide good result while ABC 

gives result in minimum time duration, CSS help to elaborate the principle for interfacing 

elements. Gupta et al., (2017) [119], introduced a ranking algorithm based on feedback, 

preference, and web page characteristics. It helps in providing the best web pages 

according to user interest that facilitate, to enhance the user satisfaction and overall 

search experience. Karaboga and Akay, (2009) [87], work provides a relative analysis of 

Artificial Bee Colony (ABC) with differential evolution, swarm optimization and genetic 

algorithm, which is utilized for optimizing numerical test functions. The outcome of the 
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results depict that ABC uses less parameter and provide a better solution for large scale 

of unconstrained test functions. Kavitha et al., (2014) [120], proposes an approach that 

focuses on web document classification and considers both snippets and page count by 

using Artificial Bee Colony (ABC) algorithm that uses a clustering algorithm that focuses 

on the sequential pattern.  Anuar et al., (2016) [121], introduced a change technique and 

model that help to enhance the performance of scout bee behavior in terms of exploration 

for the standard ABC called ABC-ROC (artificial bee colony rate of change). The 

proposed work keeps a track on the slope that is changing on the performance graph. Ju. 

C et al., (2013) [122], presents a novel approach that considers the K-means clustering 

algorithm for collaborative filtering recommendation. The Artificial Bee Colony (ABC) 

algorithm is used for the clustering process that helps in overcoming the difficulty of 

local optima thereafter cosine similarity is implemented for computing similarity between 

the users. Abdullah and Hadi, (2014) [123], proposed an algorithm MABC using 

Artificial Bee Colony which produces a better quality solution in terms of response time 

and the result evaluated can be used to judge the relevance of the approach for large scale 

data set more suited to the web environment. Gao et al., (2018) [124], presents an 

approach that helps in boosting the performance of onlooker bees and employed bees by 

using learning strategies from individuals that have better performance. It also balances 

the global and local searches by using new control operators and also helps in 

accelerating the worst employed bee convergence rate using an intelligence learning 

mechanism. Xiao et al., (2019) [125], presents an approach ABC-ESDL that works on 

dimension learning and elite strategy and therefore helps in accelerating the search of 

ABC by balancing exploration and exploitation. The exiting works try to ameliorate the 

ABC process by employing different techniques that enhance the working of scout bees 

or onlooker bees. The proposed work helps in improving the ideology, by just 

considering the layman users as bees that search for the honey, here we are considering 

desired information that is being searched by the users. The fitness value at each step is 

being improved to discover the best web pages that fulfill the quest of the users. 

Gadekallu et al., (2020) [126], investigated the Diabetic Retinopathy, a vision loss 

problem, and suggested the use of the PCA and Firefly algorithm to resolve the problem. 

PCA helps extract significant features and the Firefly algorithm help in choosing the 
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optimal parameters which helps avoid local minima.  Bhattacharya et al., (2020) [127]  

proposed a model for intrusion detection using a hybrid approach of PCA and firefly, 

which overall helps in dimensionality reduction.PCA help in removing redundant 

attributes from high dimension data and the firefly algorithm help in selecting relevant 

features thus reducing training time. Firefly algorithm can be employed to attract web 

pages that are rich in content thus improving the ranking of the web pages. Reddy et 

al.,(2019) [128], proposed fuzzy logic with an adaptive genetic algorithm that helps in 

diagnosing heart disease at early stages. Every rule of the classifiers is considered as 

chromosomes and is selected based on fitness value. We can also employ a genetic 

algorithm for ranking the web pages that are retrieved during query time. Iwendi et al., 

(2020) [129], works on increasing the network lifetime by reducing the energy 

consumption of sensors that are found in the IoT network by using a hybrid approach of 

Whale Optimization and Simulated Annealing. WOA is based on attacking pattern 

towards the prey, which is quite helpful in the proposed work. Gadekallu at al., (2020) 

[130], investigated Linear Discriminant Analysis (LDA) and Principal Component 

Analysis (PCA), a dimensionality reduction method on different Machine Learning 

algorithms by removing irrelevant attributes and patterns that helps in reducing the load 

on ML algorithms and can be employed for making relevant decisions. It is found that the 

results obtained by PCA are better than LDA. 

 

5.3 Artificial Bee Colony 

For solving high-dimensional problem nature-inspired optimization techniques are more 

preferred in comparison to classical optimization methods. Various optimizations 

algorithms are present that helps to understand the complexity of the real-world. The 

social behavior of various species like birds, fish, and insects leads to the rise of swarm 

intelligence algorithms that solve different optimization problems. ABC work on the 

foraging behavior of honey bee and is considered as an optimization algorithm. 

Artificial bee colony (ABC) is a population-based stochastic swarm intelligence 

algorithm inspired by the behavior of honey bees. In many optimization problems it 

shows good search abilities and help to resolve distinct kinds of problems and provide 

effective and efficient results. Three types of bees are considered in Artificial bee colony 
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(ABC) algorithm- employed bees that help in searching food sources, onlooker bees help 

in selecting good food sources while scout bees abandon food sources and search new 

ones. The higher quality (fitness) food source will definitely have a greater likelihood in 

getting picked by the onlooker bees. [131]. 

 

 

Figure 5.1 Pseudo-code of ABC Algorithm [87] 

In ABC, the local search relies on neighborhood search using a greedy selection 

procedure, and a random search process is performed in a global search. 
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5.4 Proposed Methodology 

 

The BeeRank algorithm is inspired by Artificial Bee Colony (ABC) algorithm and 

employs some of its characteristics where the food sources of bees are treated as web 

pages and the generated user query is the bee. As in normal Artificial Bee Colony 

approach the bees search for the flowers having the maximum nectar amount and extract 

nectar from them, inform other bees, and return to the hive. Similarly here we are 

considering the user query as bee which goes from pages to pages and collects its desired 

content from the web page which has the max quantity of the user query, the pages are 

prioritized in order of higher fitness value and are arranged in BeeRank order. The given 

approach undertakes both the structural linking of the web pages and the content for web 

page ranking and thus enhances the efficiency of the information retrieval process while 

other algorithms use solely link approach or content approach. By using both the 

approach high-quality pages can be retrieved in minimum time duration.  

The user query extracts random web pages and abandoned the web pages having a 

single query term which are then evaluated to calculate the fitness value and thereby 

probability is calculated. The concentration of the food source and its neighbor is 

evaluated that is based on the best value obtained and the food source is updated and 

finally updated fitness and BeeRank are calculated. The proposed method does not singly 

handle the linking of the web pages as governed by the PageRank algorithm but the 

content of the pages is also considered thus improving the ranking of the nodes and the 

process stops when a similar value is obtained.  

 

5.4.1 Architecture 

The outline of the BeeRank is presented in Figure 5.2 
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Figure 5.2 Proposed Architectural Model for BeeRank 
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5.4.2 Algorithm 

The proposed algorithm provides ranked web pages that rely on user query and follow 

certain steps of the algorithm that is outlined as-  

 

Algorithm BeeRank:  

Input: Query as Bee 

Output: Ranked web pages as Food Source (FS) 

Steps: 

1. Let there are randomly distributed Food Source (Web Pages) comprises of 

‘S’ solution where each solution Si= {i=1, 2, 3… N}. K€ {1, 2, 3 …..N} 

represented in ‘i’ dimension, where i! =k. Query is represented by ‘j’ 

dimension vector where j= {1, 2 ….Q}. 

2. The Query ‘q’ having ‘n’ terms, randomly extracts ‘W’ pages by removing 

stopwords. 

3. Query density ‘qd’, document density ‘dd’ and density of nodes having 

indegree and outdegree is evaluated. 

4. Food source containing a single term of query is abandoned by the bee as 

it has low food amount, and new sources are searched. 

5. Fitness of Food Source ‘f(FS)’ is calculated using- 

 

( ) [( ( ) / )] / ( ( ) / ( ))f FS sqrt dd W qd I W O W  

  where 

    dd- document density of web page 

    qd- query density 

    I (W) - Indegree of web page 

O (W) - Outdegree of web page 
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6. Calculate probability p(FS) of food source using- 

 

1

( ) ( ) / ( )
N

i

p FS f FS f FS


   

  where 

    f (FS)- fitness of food source 

7. Calculate quantity of food source using- 

 

ax minin [ 1,1]( )jm jij jmx x C x x     

                      where 

 xij       - i
th

 food source in j
th
 direction 

          xjmin -lower bound of food source in j
th
 direction 

                                          xjmax -upper bound of food source in j
th

 direction 

C      - random number between (-1, 1) 

8. Calculate strength of neighbor food source using- 

 

( )ij ij ij ij kjN x C x x    

             where 

  Nij  - neighbor food source i
th
 in j

th
 direction 

            xij       - i
th

 food source in j
th
 direction 

            xkj       - second vector (i!=k) 

  C      - random number between (-1, 1) 

9. Old food source (xij)and new neighbor food source (Nij) is compared and  

      value  of xij is updated by selecting the best value between them. 

10. Calculate fitness of updated food source using- 
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( ) 1/ (1 ( ))ijf UFS f x   

where 

 f (UFS) - fitness value after updation of food sources  

 f (xij)     - fitness value for quantity of food sources 

11.  Calculate probability and probability percentage of new food source  

        using- 

1

( ) ( ) / ( )
N

i

p UFS f UFS f UFS


   

where 

 p (UFS) – probability of updated food source 

f (UFS) - fitness value after updation of food sources 

12. BeeRank of food sources is calculated using- 

 

( ) (1 ) ( )*BeeRank W f UFS     

      where 

          f (UFS) - fitness value after updation of food sources  

           α         -constant (0-1) standard taken as 0.85 

 

13. Finally ranked web pages. 

 

5.4.3 Dataset Used 

A dataset consisting of 8910 URLs are collected for testing the algorithm. The collected 

URLs are then tested on a set of different queries that generate a proper ranking result. A 
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total of 100 queries are taken and are tested on the collected URLs. A small part of the 

dataset and queries employed for evaluating the ranking result is shown for illustration 

purpose in Figure 5.3 and Figure 5.4. The proposed work is experimentally performed on 

Spyder (Python 3.7). 

 

Figure 5.3 Dataset of web pages 

         

        Figure 5.4 Queries tested on web pages 
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5.4.4 Experimental Analysis 

 

For implementing the BeeRank approach a directed graph comprises nodes A, B, C, D, E, 

F, and G is taken as shown in Figure 5.5. 

 

Figure 5.5 Structure of web page 

The occurrence of respective terms on the web page for a query is shown in Table 5.1. 

 

Table 5.1 Occurrence of terms in Web Pages 

Terms\ 

Nodes 

A B C D E F G 

Information 20 8 8 10 20 0 25 

Retrieval 10 12 13 15 10 0 0 

Evolutionary 12 0 6 8 5 0 0 

Computation 8 0 2 6 2 6 0 

 

The food sources that contain a single query term are abandoned by the bee initially, thus 

filtering the food sources. The fitness value, probability and probability percentage of the 

food sources of the remaining nodes are evaluated using the formula shown in 5.1 and 
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5.2. 

( ) [( ( ) / )] / ( ( ) / ( ))f FS sqrt dd W qd I W O W  

 

1

( ) ( ) / ( )
N

i

p FS f FS f FS


   

   The I (W), O (W), fitness, and the probability of the initial phase are shown in Table 

5.2. 

Table 5.2 I (W), O (W), Fitness and probability of the nodes 

 

W qd dd I(W) O(W) f(FS) p(FS) p% 

                

A 4 50 3 2 5.035533906 0.228423466 22.84234657 

B 4 20 2 3 2.902734644 0.131674758 13.16747578 

C 4 29 3 4 3.442582404 0.156163501 15.61635009 

D 4 39 3 2 4.622498999 0.209687247 20.9687247 

E 4 37 3 1 6.041381265 0.274051029 27.40510286 

          22.04473122     

 

After evaluating the Fitness value, the concentration of food (xij) in the food source is 

evaluated using the formula shown in 5.3. 

 

ax minin [ 1,1]( )jm jij jmx x C x x     

 

After evaluation of the food source, the neighbor food sources are estimated (Nij) using 

the formula shown in 5.4. 

( )ij ij ij ij kjN x C x x  
 

       

(5.1) 

(5.2) 

(5.3) 

(5.4) 



115 
 

The value of old food source and new neighbor food source is compared and an update is 

done in (xij) for assessing the best value, now updated fitness of food source and 

probability is evaluated using formula shown in 5.5 and 5.6. 

 

( ) 1/ (1 ( ))ijf UFS f x 
 

 

1

( ) ( ) / ( )
N

i

p UFS f UFS f UFS


   

 Finally BeeRank is calculated for ranking the food source using the formula shown in 

5.7. 

 

( ) (1 ) ( )*BeeRank W f UFS     

 

The result of the process can be visualized in the 1
st
 iteration in Table 5.3. 

 

Table 5.3 Value of xij, Nij, f (UFS) and p (UFS) of the nodes in 1
st
 iteration 

 

 

The process is repeated and the next iterations are processed as shown in Table 5.4. 

 

 

(5.5) 

(5.6) 

(5.7) 



116 
 

Table 5.4 Value of xij, Nij, f (UFS) and p (UFS) of the nodes in 2
nd

 iteration 

 

 

These steps are repeated and it is found that after a few iterations the values are repeated 

and the process can be terminated. The fitness values of the entire food sources are 

presented in Table 5.5 and illustrated in Figure 5.6.    

 

 

Table 5.5 Fitness Values in Different Iterations 
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Figure 5.6 Representation of Fitness value in different Iterations 

Similarly, the BeeRank values in each iteration is depicted in Table 5.6 and shown in 

Figure 5.7. 

Table 5.6 BeeRank Values in Different Iterations 

 

 

 

 

Figure 5.7 Representation of BeeRank value in different Iterations 

The final ranking of the nodes is done based on BeeRank value which is directly 
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proportional to selection and is shown in Table 5.7 and illustrated graphically in Figure 

5.8.  

  Table 5.7 Ranked Nodes along with BeeRank Values 

 

 

Figure 5.8 Ranking of Nodes in BeeRank Model 

The proposed approach helps in reaching the desired goal in less number of steps 

which overall reduces the computational calculation and complexity of the given method. 

Following less number of iterations to obtain the results also help to decrease the time 

duration of the procedure. 

The PageRank algorithm increases the complexity of the ranking process and also 

takes more time to reach the desired goal and it is found that the result is not obtained till 

27 iterations while in BeeRank we are getting the result after 8 iterations. Table 5.8 

depicts the result of PageRank and Table 5.9 finally ranked nodes and is illustrated in 

Figure 5.9. 
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Table 5.8 PageRank of Nodes 

 

       Table 5.9 Ranked Nodes 
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Figure 5.9 Ranking of Nodes in PageRank algorithm 

 It is observed that for some node the hyperlink count is high, but owing to 

paucity of relevant content it is not considered high for ranking as depicted in BeeRank 

algorithm and can be eliminated initially if irrelevant content is found, as it considers 

both structure and content approach, but in PageRank algorithm, it is at top position 

showing scantiness of the approach.  

The result of the BeeRank and PageRank on the number of iteration needed to achieve 

the result is shown in Table 5.10. 

 

Table 5.10 Iteration Required 

 

 

Iteration required after which 

the desired result is achieved 

PageRank BeeRank 

 

27 

 

8 

 

 

It has been found by observing the result that the PageRank algorithm is unable to 

achieve the result till 27 iterations while if we use the BeeRank approach then results are 

obtained after 8 iterations and we are getting similar values which help to terminate the 

process. 

0 

0.2 

0.4 

0.6 

0.8 

1 

1.2 

1.4 

1.6 

PR(G) PR(E) PR(D) PR(A) PR( C ) PR(B) PR(F) 

Series1 
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The proposed algorithm is now implemented on the given dataset having 8910 URLs and 

tested on 100 queries using Spyder (Python 3.7). The document density and query density 

of the URLs is represented in Table 5.11. 

Table 5.11 Density of Nodes and Query 

 

 

 

 

The result of the BeeRank process can be visualized in different iteration and is depicted 

in Table 5.12. 
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Table 5.12 Processing steps of Different Iteration in BeeRank 

 

 

 

The different fitness values of the entire food sources are presented in Table 5.13 and are 

illustrated in Figure 5.10 

 

Table 5.13 Fitness values during Iterations 
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Figure 5.10 Fitness Graph during Iterations 

Similarly the BeeRank values in each iteration is depicted in Table 5.14 

 

Table 5.14 BeeRank value during different iterations 

 

 

After performing the steps of the algorithm the final ranking of the URLs in the BeeRank 

algorithm is depicted in Table 5.15. 
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Table 5.15 Final BeeRank values 

 

5.5 Result Analysis 

The performance of BeeRank and PageRank can be illustrated based on different 

evaluation measures that help in accessing the ranking quality of the algorithm. The 

results indicate that the computational complexity can be minimized which helps in 

saving time and effort. The execution time of the running process is graphically 

represented in Figure 5.11(a) and 5.11(b) 

 

 

Figure 5.11(a) Execution time of BeeRank and PageRank 
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Figure 5.11(b) Bar Graph of Execution time for BeeRank and PageRank 

The number of iterations to perform the working of BeeRank and PageRank is 

graphically illustrated in Figure 5.12 that shows that BeeRank takes 4 iterations to 

complete the processing while PageRank require 25 iterations. 

 

 

Figure 5.12 Number of iterations for BeeRank and PageRank 
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Figure 5.13(a) and Figure 5.13(b) depict the results of different iterations of web pages in 

the BeeRank and PageRank algorithm. 

 

 

Figure 5.13(a) Result of iterations in BeeRank 

 

 

 

Figure 5.13(b) Result of iterations in PageRank 
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To evaluate measure and to access the ranking quality of BeeRank with PageRank 

different evaluating measures like Precision, Recall, Average Precision, and Mean 

Average Precision is performed and the results are shown in Figure 5.14, Figure 5.15, 

Figure 5.16 and Figure 5.17. The Figure 5.14 shows that the precision value for BeeRank 

is approximately 53 while PageRank has a value of 40, which shows high performance of 

BeeRank algorithm. 

 

Figure 5.14 Precision values for BeeRank and PageRank 

The Figure 5.15 shows that the recall value for BeeRank is approximately 86 while 

PageRank has a value of 46. 
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Figure 5.15 Recall values for BeeRank and PageRank 

The Figure 5.16 shows that the average precision value for BeeRank is approximately 95 

while PageRank has a value of 45. 

 

Figure 5.16 Average Precision for BeeRank and PageRank 
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The Figure 5.17 shows that the mean average precision value for BeeRank is 

approximately 74 while PageRank has a value of 43. 

 

Figure 5.17 Mean Average Precision for BeeRank and PageRank 

To access the ranking quality of the algorithm, Cumulative Gain, Discounted Cumulative 

Gain, Idealized Discounted Cumulative Gain, and Normalized Discounted Cumulative 

Gain is used which shows the performance improvement and is depicted in Figure 5.18, 

Figure 5.19, Figure 5.20 and Figure 5.21. 

The Figure 5.18 shows that the cumulative gain value for BeeRank is approximately 424 

while PageRank has a value of 262. 

 

Figure 5.18 Cumulative Gain for BeeRank and PageRank 
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The Figure 5.19 shows that the discounted cumulative gain value for BeeRank is 

approximately 72 while PageRank has a value of 46. 

 

Figure 5.19 Discounted Cumulative Gain for BeeRank and PageRank 

The Figure 5.20 shows that the idealized discounted cumulative gain value for BeeRank 

is approximately 79 while PageRank has a value of 55. 

 

 

Figure 5.20 Idealized Discounted Cumulative Gain for BeeRank and PageRank 
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The Figure 5.21 shows that the normalized discounted cumulative gain value for 

BeeRank is approximately 0.91 while PageRank has a value of 0.82 that show an 

improvement in the ranking quality of the proposed algorithm. 

 

Figure 5.21 Representation of Normalized Discounted Cumulative Gain in BeeRank and 

PageRank 

5.6 Summary 

The proposed swarm intelligence based BeeRank approach is inspired by the Artificial 

Bee Colony algorithm for ranking the web pages. The given method tries to capture the 

best food source based on content and provide efficient and precise results by utilizing 

the structural approach of the web pages and also includes the content of the web pages. 

The proposed approach estimates the fitness of the food source and based on the best 

food source the BeeRank is evaluated by overall minimizing the computational 

complexity which is considered for both process and time. The result depicts an 

improvement in the ranking process by using minimum time to achieve the ranking goal. 

By using both the approach high-quality, user-relevant information can be retrieved in a 

lesser time duration. The method of information retrieval is a complex task and much of 

the time is spent in retrieving relevant web pages, so by following this procedure relevant 

node can be obtained easily and irrelevant nodes are abandoned in the initial phase of 

processing thus improving the efficiency rate. 
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CHAPTER 6 

 

PERFORMANCE EVALUATION AND RESULT ANALYSIS 

OF SCRANK, GRANK AND BEERANK 

 

 

6.1 Introduction 

       The present era is submerged in data and it is quite difficult to manage the emergence 

of unstructured data for mining pertinent information as the information on the web is 

increasing continuously. Maximum time of the user is consumed in framing appropriate 

query and refining the resultant web pages. To represent information in proper format, 

the user has to face different problems. For ranking the desired result search engine has a 

crucial part in information filtering. It is still a dream to search for the accurate 

information and in this perspective the proposed work is performed which help to 

optimize the ranking algorithm for web page ranking. The work encapsulates a technique 

that employs both the content mining and structural mining which is analyzed using 

various performance evaluation measures. The filtering of the web pages at the initial 

stage helps to minimize the computational complexity of the algorithms and is illustrated 

in the proposed work. The results show a comparative analysis of scRank, gRank, and 

BeeRank with the PageRank Algorithm, and the obtained results show an improvement 

in results and therefore reduce the time in executing the web page ranking. 
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6.2 Performance Evaluation Measures 

In Informational Retrieval System, user results based on query should be properly ranked 

so that relevant information can be obtained. Ranking of relevant web pages plays a vital 

role in the retrieval procedure. As such, various evaluation measures are acquired to 

access the performance evaluation. In the ranking process, the evaluation measure helps 

in assessing how the user query is fulfilled by the search result. 

This work accesses the performance evaluation of the basic PageRank algorithm with 

different proposed algorithm scRank, gRank, and BeeRank. A comparative analysis is 

presented using various evaluation metrics which are quite useful in information retrieval 

and ranking process. The working of the algorithm is done on the dataset and the ranked 

pages are viewed based on user’s queries and finally evaluated to judge its performance. 

For retrieving information from the corpus of data and solving user-related queries, 

ranking plays a central role governing diverse applications which range from search 

engine to recommendation system, from machine learning to expert findings, it also 

deserves a role in tag suggestion for Tweets and Image label prediction. The key 

measures that are considered in a search engine are user happiness and there can be many 

factors that play a specific role like speed of response, relevance, rate of return of user 

response, etc [132]. It is one of the challenging roles to design a good ranking function 

that helps in the performance evaluation. It has been observed that there is no single 

ranking function that is optimal in all applications. 

It is the need of the hour to evaluate the performance of the algorithm and it observed that 

a single measure is not enough for accessing the quality measure so various evaluation 

methods are used for judging the relevance of the algorithm. Precision, Recall, Average 

Precision (AP), Mean Average Precision (MAP), Cumulative Gain (CG), Discounted 

Cumulative Gain (DCG), Idealized Discounted Cumulative Gain (IDCG) and Normalized 

Discounted Cumulative Gain (NDCG) [133] are all used in accessing the ranking of the 

web pages. These measures help in evaluating the performance of a ranking function. 

[134], [135]. 
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6.3 Performance Analysis of Proposed Algorithms  

 

The performance of PageRank, scRank, gRank, and BeeRank can be illustrated based on 

different evaluation measures that help in accessing the ranking quality of the algorithm. 

All the proposed algorithms are tested on a dataset consisting of 8910 URLs having a 

total of 100 queries which are considered. It has been found by observing the result that 

the PageRank algorithm is unable to achieve the result till 25 iterations while other 

algorithms reach the desired result in much less iteration. The scRank needs 19 iterations, 

gRank needs 10 iterations, and BeeRank needs 4 iterations. After a limited number of 

iterations, we are getting the same value and thus the process can be terminated. The 

obtained results also reflect that by using other approaches computational complexity can 

be minimized that helps in saving the overall time and effort. Figure 6.1 illustrates the 

iteration required by using different approaches. It is observed that that scRank takes 19 

iterations, gRank takes 10 iterations, and BeeRank takes 4 iterations while PageRank 

require 25 iterations to complete the processing. 

 

 

Figure 6.1 Number of iterations in PageRank, scRank, 

gRank and BeeRank 
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To access the ranking quality of different algorithm evaluation measures is analyzed and 

it has been observed that the BeeRank algorithm outperforms all the other algorithms like 

PageRank, scRank, and gRank. The number of iterations to reach the target goal is 

optimum for the BeeRank algorithm. The proposed work helps in saving the overall time 

and effort. The execution time of the running process is graphically represented in Figure 

6.2(a) and Figure 6.2(b). 

 

Figure 6.2 (a) Bar Graph of Execution Time for PageRank, scRank, gRank and BeeRank 

 

Figure 6.2 (b) Execution Time for PageRank, scRank, gRank and BeeRank 
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For evaluation measure Precision, Recall, Average Precision (AP), and Mean Average 

Precision (MAP) are evaluated and shown in Figure 6.3, Figure 6.4, Figure 6.5, and 

Figure 6.6. 

The result depicts that the precision rate, recall, Average Precision (AP), and Mean 

Average Precision is increased in all the ranking algorithms specified, and the 

computational complexity is reduced overall as specified due to the filtering of web pages 

at the initial phase. 

The precision value shown in Figure 6.3 for PageRank is approximately 40, scRank has 

48, gRank has 49 and BeeRank has 53, which shows an overall performance 

enhancement. 

 

 

Figure 6.3 Precision values for PageRank, scRank, gRank and BeeRank 

 

The recall value shown in Figure 6.4 for PageRank is approximately 46, scRank has 52, 

gRank has 60 and BeeRank has 86. 
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Figure 6.4 Recall value for PageRank, scRank, gRank and BeeRank 

 

The average precision value shown in Figure 6.5 for PageRank is approximately 45, 

scRank has 67, gRank has 73 and BeeRank has 95 depicting continuous improvement. 

 

 

Figure 6.5 Average Precision for PageRank, scRank, gRank and BeeRank 
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The mean average precision value shown in Figure 6.6 for PageRank is approximately 43, 

scRank has 57, gRank has 61 and BeeRank has 74 showing enhancement in the algorithm 

performance. 

 

Figure 6.6 Mean Average Precision for PageRank, scRank, gRank and BeeRank 

 

The ranking qualities of the algorithms are evaluated using Cumulative Gain (CG), 

Discounted Cumulative Gain (DCG), Idealized Discounted Cumulative Gain (IDCG), 

and Normalized Discounted Cumulative Gain (NDCG).  Concerning the above analysis, 

it has been observed that the overall value of Cumulative Gain, Discounted Cumulative 

Gain, Idealized Cumulative Gain, and Normalized Discounted Cumulative Gain of 

BeeRank is high which depicts the efficiency of the given algorithm. The high value of 

NDCG shows the degree of relevancy of retrieved web pages and it helps in normalizing 

DCG by IDCG which is the best possible result based on best ranking measure. The 

results are depicted in Figure 6.7, Figure 6.8, Figure 6.9, and Figure 6.10. 

The cumulative gain value shown in Figure 6.7 for PageRank is approximately 262, 

scRank has 331, gRank has 350 and BeeRank has 424. 
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Figure 6.7 Cumulative Gain for PageRank, scRank, gRank and BeeRank 

 

The discounted cumulative gain value shown in Figure 6.8 for PageRank is approximately 

46, scRank has 59.5, gRank has 59.6 and BeeRank has 72 depicting continuous 

improvement. 

 

Figure 6.8 Discounted Cumulative Gain for PageRank, scRank, gRank and BeeRank 
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The idealized discounted cumulative gain value shown in Figure 6.9 for PageRank is 

approximately 55, scRank has 65, gRank has 68 and BeeRank has 79 depicting 

continuous improvement. 

 

Figure 6.9 Idealized Discounted Cumulative Gain for PageRank, scRank, gRank and 

BeeRank 

The normalized discounted cumulative gain value shown in Figure 6.10 for PageRank is 

approximately 0.82, scRank has 0.9, gRank has 0.86 and BeeRank has 0.91 that show an 

improvement in the ranking quality of the proposed algorithm. 

 

Figure 6.10 Normalized Discounted Cumulative Gain for PageRank, scRank, gRank and 

BeeRank 
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Figure 6.11 depicts the graphical analysis of the top 10 ranked URLs by using the 

proposed algorithms. 

 

Figure 6.11 Graphically Analysis of PageRank, scRank, gRank and 

BeeRank 

The Final Comparative Result Analysis for PageRank, scRank, gRank and BeeRank is 

summarized as- 

 

Table 6.1 Comparative Result Analysis for PageRank, scRank, gRank and BeeRank 

 

Parameter PageRank scRank gRank BeeRank 

Number of Iteration 25 19 10 4 

Execution Time 228.56207 84.555836 0.25601458 1.052348 

Mean Average Precision 43.289 57.817 61.148 74.515 

Normalized Discounted 

Cumulative Gain 

0.82589 0.90398 0.8658 0.91357 

 

 

It has been found by observing the result that the PageRank algorithm is unable to 

achieve the result till 25 iterations while other algorithms reach the desired result in 

much less iteration. The scRank needs 19 iterations giving 24% improvement in result, 

gRank needs 10 iterations providing 60% improvement to achieve the result and 

BeeRank needs 4 iterations giving 84% improvement. The mean average precision value 

for PageRank is approximately 43, scRank has value of 57,giving 33% better results, 
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gRank has 61 value providing 41% better results and BeeRank has 74 value which is 

providing 72% better results thus showing enhancement in the algorithm performance. 

 The normalized discounted cumulative gain (NDCG) value for PageRank is 

approximately 0.82, scRank has a value of 0.9, an improvement of 9%, gRank has 0.86 

value giving an improvement of 4% and BeeRank has 0.91 value providing an 

improvement of 10% in the ranking quality of the proposed algorithm. The high value of 

NDCG shows the degree of relevancy of retrieved web pages. 

 

The proposed works are compared with PageRank algorithm, as it is considered as the 

base of ranking algorithm and most of the algorithms are based on this and it is still 

being used by Google by adding various parameters to enhance its efficiency. The 

computational being involved in the PageRank algorithm is enormous, so by using 

different approach in the proposed work I tried to minimize the complexity of the 

procedure so that the results can be obtained in minimum time duration. 

 

6.4 Summary 

The proposed work in the dissertation provides ranking for the web pages by 

encapsulating both the structural links among the nodes and content within the web pages 

thus providing high precision value. By considering the proposed approach we are getting 

high-quality results and the user related information can be obtained in minimal time 

duration. Using the above-specified algorithms we are clustering the web pages at the 

initial step of processing by applying different conditions which help in reduced 

computational effort. 

The procedure of Information Retrieval is a complex task that takes time in retrieving 

relevant web pages, so by following this procedure only relevant nodes are considered 

and we exclude irrelevant nodes that lack content thus improving the efficiency of the 

process. The result depicts that a node is not considered for ranking if it lacks proper 

content even though the hyperlink count for that node is more. The evaluation measure of 

the given approach depicts a rise in the precision value and an improved normalized 

value is obtained while using the proposed algorithms. The projected work helps in 
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overall minimizing the computational complexity of the ranking procedure by reducing 

the number of iterations and increasing the relevancy of the approach. The result shows 

an improvement in ranking method by using minimum time to achieve the ranking goal. 
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CHAPTER 7 

 

CONCLUSION AND FUTURE SCOPE 

 

This chapter sums up the entire work and highlight future work in this direction. 

 

There is an incredible change in the World Wide Web and the users face difficulty in 

accessing the needed information as per their need. Internet normally comprises of an 

abundance of information and people explore their areas to get the relevant information. 

It is found that the core component of any search engine is the ranking framework that 

helps in ranking the web pages solely based on user queries. Different algorithms are 

devised at each step of the information retrieval process, and it is observed that ranking is 

one of the core ingredients of any search engine that has a crucial part in arranging the 

information. A good ranking system should not be based on single criteria but can take 

input from multiple points to create a comprehensive ranking system. In this regard, 

different actions are adopted for web pages ranking that uses content, structure, or log 

data. Nature-inspired evolutionary measures like Genetic algorithm and Artificial Bee 

Colony are used to optimize the retrieved information that efficiently handle the complex 

environment of the web and help in optimizing the ranking algorithm for efficient search. 

 

This thesis aims to develop an efficient page ranking algorithm for improving the search 

process and help the user to facilitate effective content based on their query. The 

proposed work provides web page ranking by encapsulating both structural links of the 

nodes and content within the web pages, thus providing high precision value. By 

considering the proposed approach we are getting high-quality results and the user related 

information can be obtained in minimal time duration. Using the above-specified 

algorithms we are clustering the web pages at the initial step of processing by applying 

different conditions which help in reduced computational effort. 
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7.1 Conclusion 

 

The work developed in the thesis can be summarized into three categories- 

 

1. scRank algorithm is proposed that efficiently rank web pages. The web pages are 

clustered based on user queries that undergo certain conditions, and thereafter ranking is 

applied to them. The experiment conducted demonstrates the working of the ranking 

model and assists in minimizing the complexity of the computation and thereby reduces 

the number of iterations which help to rank documents in least time duration. 

 

2. gRank algorithm is proposed that rank the result of the query using a genetic 

algorithm. Web pages are clustered together on applying certain conditions and selection 

is performed which follows crossover and mutation. The working procedure of gRank is 

illustrated properly in the chapter that assists in optimizing the retrieved information by 

following a limited set of iterations in minimal time duration. 

 

3. BeeRank algorithm inspired by the Artificial Bee Colony algorithm is proposed for 

ranking web pages and uses both the structural and content approach for calculating the 

rank value and provides better results. The user query extracts random web pages and 

abandoned the web pages having a single query term that is then evaluated to calculate 

the fitness value and thereby probability is calculated. The concentration of the food 

source is updated and finally updated fitness and BeeRank is calculated. The working is 

illustrated and the result shows an improvement in ranking and provides user-specific 

results. 
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7.2 Future Scope 

 

Research work illustrated in this thesis can be outstretched in many directions that will 

help in enhancing the results thus obtained. The algorithms help in ameliorating the 

ranking of the web pages that assists the user in getting the related and important pages 

easily. In the proposed research work, a hybrid approach is given by using the structural 

and content link for ranking web pages and does not employ the usage mining approach 

that considers log files. If log files can also be include with this work then more accurate 

results can be achieved.  

 

In gRank and BeeRank, nature-inspired algorithms are used that help in escalating the 

effectiveness of the ranking process. In the future, the algorithms likely enhanced to 

encapsulate a similar nature-inspired optimization algorithm that can be used to check 

ranking process efficiency. Firefly algorithm likely be employed to attract web pages that 

are rich in content, thus improving the ranking of the web pages. Machine learning 

methods can be amalgamated with nature-inspired algorithms that will help in providing 

user-oriented results.  

 

Further, the research work may be extended and analyzed with categorical datasets. This 

can be extended by evaluation criterion measures for finding the relevant features and for 

refining the accuracy of prediction. 

 

This is to summarize the final outline of my research work.  It also mentions the scope of 

my research and the areas in need of further research. 
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APPENDICES 

 

 

A1:Pseudocode of Evolutionary Algorithm:  

                     

Procedure EA; { 

                     t=0 

                  initialize population P (t); 

                  evaluate P (t); 

                  until (done) { 

                                           t=t+1 

                                           parent-selection P(t); 

                                           recombine P(t); 

                                           mutate P(t); 

                                           evaluate P(t); 

                                          survive P(t); 

                                        } 

                                } 

 

 

 

 

 

 

 

 

 

 

 

 

 



159 
 

 

A2:Pseudocode of Standard Genetic Algorithm: 

 

BEGIN 

                          Generate initial population 

                         Compute fitness of each individual 

                    While NOT finished DO 

         BEGIN 

                   FOR population-size 

                 BEGIN 

                      Select two individual from old generation for mating 

                      Recombine the two individuals to give two offspring 

                      Compute fitness of the two offspring 

                     Insert offspring in new generation 

                END 

                    IF population has converged THEN 

                           Finished=TRUE 

           END 

  END 
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A3:Pseudo-code of ABC Algorithm (Karaboga and Akay, 2009) 

 

1. Load training samples 

2. Generate the initial population zi= 1…SN 

3. Evaluate the fitness (fi) of the population 

4. Set cycle to 1 

5. Repeat 

6.     FOR each employed bee { 

    Produce new solution vi by using (6) 

    Calculate the value fi 

    Apply greedy selection process } 

7. Calculate the probability values pi for the solutions (zi) by (5) 

8. FOR each onlooker bee { 

   Select a solution zi depending on pi 

  Produce new solution vi 

  Calculate the value fi 

  Apply greedy selection process} 

9. If there is an abandoned solution for the scout 

then replace it with a new solution which will be randomly produced by (7) 

10. Memorize the best solution so far 

11. cycle = cycle + 1 

12. until cycle= MCN 
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A4: Algorithm scRank 

 

Input: User Query  

Output: Ranked Web Pages (WP)/documents 

 

Steps:  

 

1. Enter query Q consisting of ‘n’ terms that extract ‘N’ pages by removing stopwords.  

2. Count number of terms ‘n’ of query ‘Q’.  

3. Calculate cumulative weight of the nodes using the formula- 

 

     

( ) ( ) / ( ( ) ( ))CW n I w I w O w   

       

             where  

   CW(n)- cumulative weight of node 

                 I(w)- Indegree weight of node   

                 O(w)- Outdegree weight of node   

 4. Webpages/ documents are clustered on basis of following criteria-  

Case I: If all term ‘n’ of ‘Q’ appear in WPi where i=1, 2, 3,…M group them in Ci, where   

           i=1, 2, 3.  

Case II: If ‘ n-1 < = WP > = n/2 ’ group them in Ci, where i=1, 2, 3.  

Case III: If one term ‘n’ match group them in cluster Ci, where i=1, 2, 3, exclude.  

5. Calculate cumulative weight of web pages with respect to the Query which are grouped into 

clusters using the formulas- 

 

0

( ) ( ) / ( )n

n

i

W x N xi N x


   

               where  

         W(x) - Weight of node x 

                             N(xi) - Number of times xi term of query occur in web page 

                             N (xn) - Total occurrence of all term in web page 

 

0

( ) i

n

i

CWq x x


  

              where  

      CWq(x) - cumulative weight of query in x page 

 

  6. Calculate scRank of the web pages grouped in clusters using Formula-  

 

( ) (1 ( ) ( ) [( ( 1) / ( 1) ( 2) / ( 2) ... ( ) / ( )* ]scRank N CWq x CW n rank N O N rank N O N rank Nn O Nn       
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            where  

  scRank(N) - rank of web pages N 

  α – constant term between 0-1, taken as 0.85 as standard value. 

  CWq(x) - cumulative weight of query in x page 

CW(n) - cumulative weight of node 

 

7. Finally ranked web pages are retrieved.  
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A5: Algorithm gRank 

 

Input: User Query  

Output: Relevant Ranked Web Pages (RW) 

 

Steps:  

 

1. User entered query Q comprises of ‘n’ terms that extract ‘W’ pages by removing stopwords.  

2. Count number of terms ‘n’ of query ‘Q’.  

3. Calculate Inlink (I) and Outlink (O) weight of the nodes.                  

4. Cluster Web pages using following criteria-  

Case I: If all term ‘n’ of ‘Q’ appear in Wi where i=1, 2, 3,…X group them in CLi, where  

            i=1, 2, 3.  

Case II: If ‘n-1 < = W > = n/2’ group them in CLi, where i=1, 2, 3,…X.  

Case III: If one term ‘n’ match group them in cluster CLi, where 1, 2, 3,…X, exclude.  

5. Calculate Fitness value of the web pages F(X) using the formulas- 

 

( ) ( ( ) / ( )) ( ( ) / ( ))F X W X Q n I W O W   

     

               where  

       W(X) - Term weight of page X corresponding to Q 

     Q (n) - Term weight n of query Q 

     I (W) - Inlink weight of web page X 

    O (W) - Outlink weight of web page X 

 

   6. Calculate probability of the web pages P(X) using Formula-  

1

( ) ( ) / ( )
X

i

P X F X F X


   

                                                                       

            where  
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               F(X) - Fitness of the web page 

7. Calculate Expected Count of the web page EC(X) and Actual Count of the web page AC(X) 

which is approximate of EC(X) using Formula- 

 

( ) ( ) / ( )EC X F X F X  

           

                     where  

                       F(X) - Fitness of the web page 

             F(X) – Average of fitness of the web pages 

 

8.  Select Mating pool and mate. Apply one- point crossover and Flip mutation to produce new  

     population. 

9. Fitness value is again evaluated for the New generation and the steps 5- 8 is repeated till  

    termination condition is reached, which is repetition of same strings of chromosomes. 

10. Finally web pages are ranked on the basis of Fitness values. 
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A6: Algorithm BeeRank: 

 

Input: Query as Bee 

Output: Ranked web pages as Food Source (FS) 

Steps: 

1. Let there are randomly distributed Food Source (Web Pages) comprises of ‘S’ 

solution where each solution Si= {i=1, 2, 3… N}. K€ {1, 2, 3 …..N} represented 

in ‘i’ dimension, where i! =k. Query is represented by ‘j’ dimension vector where 

j= {1, 2 ….Q}. 

2. The Query ‘q’ having ‘n’ terms, randomly extracts ‘W’ pages by removing 

stopwords. 

3. Query density ‘qd’, document density ‘dd’ and density of nodes having indegree 

and outdegree is evaluated. 

4. Food source containing a single term of query is abandoned by the bee as it has 

low food amount, and new sources are searched. 

5. Fitness of Food Source ‘f(FS)’ is calculated using- 

 

( ) [( ( ) / )] / ( ( ) / ( ))f FS sqrt dd W qd I W O W  

  where 

    dd- document density of web page 

    qd- query density 

    I (W) - Indegree of web page 

O (W) - Outdegree of web page 

6. Calculate probability p(FS) of food source using- 

 

1

( ) ( ) / ( )
N

i

p FS f FS f FS


   

  where 

    f (FS)- fitness of food source 

7. Calculate quantity of food source using- 
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ax minin [ 1,1]( )jm jij jmx x C x x     

   

                      where 

 xij       - i
th

 food source in j
th
 direction 

          xjmin -lower bound of food source in j
th
 direction 

                                          xjmax -upper bound of food source in j
th

 direction 

C      - random number between (-1, 1) 

8. Calculate strength of neighbor food source using- 

 

( )ij ij ij ij kjN x C x x    

             where 

  Nij  - neighbor food source i
th
 in j

th
 direction 

            xij       - i
th

 food source in j
th
 direction 

            xkj       - second vector (i!=k) 

  C      - random number between (-1, 1) 

9. Old food source (xij)and new neighbor food source (Nij) is compared and value  of  

       xij is updated by selecting the best value between them. 

10. Calculate fitness of updated food source using- 

 

( ) 1/ (1 ( ))ijf UFS f x   

where 

 f (UFS) - fitness value after updation of food sources  

 f (xij)     - fitness value for quantity of food sources 

11.  Calculate probability and probability percentage of new food source using- 

 

1

( ) ( ) / ( )
N

i

p UFS f UFS f UFS


   

where 

 p (UFS) – probability of updated food source 

f (UFS) - fitness value after updation of food sources 
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12. BeeRank of food sources is calculated using- 

 

( ) (1 ) ( )*BeeRank W f UFS     

 

      where 

          f (UFS) - fitness value after updation of food sources  

           α         -constant (0-1) standard taken as 0.85 

 

13. Finally ranked web pages. 
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