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ABSTRACT 

 

Serverless computing has supported new and persuasive frameworks for serverless applications 

in the current trends to move the container and microservice applications. This is an indication 

of a growing emphasis on corporate events, conferences, blogging and development on 

serverless computing. In the scholarly community, however, the enthusiasm was minimal. 

In the view of an IaaS client, this paradigm shift is both a possibility and a threat.  First of all, 

it provides developers a simplified programming model that builds serverless applications to 

remove any of all operational issues, reduce the costs for serverless code by charging for run-

time rather than the allocation of resources and quickly deploy a small portion of the un-server 

code, for example, to respond to accidents.  

Serverless computing provides new advantages from a serverless platform to handle an entire 

development stack, decreasing maintenance costs by optimized serverless resource 

management; Providing a platform for more network services and reducing the operating 

power required to create and sustain serverless applications. 

Serverless computing is a principle of the industry that describes the framework and 

architecture of programming where small code fragments are done and then the resource code 

executes are managed. There is no suggestion that the developer really can encourage the 

serverless provider to deal with much of the operational problems, including services, logging, 

support, scalability and tolerance for defects. 

Serverless systems promise’s a new feature which allows a scalable microservices to be written 

and save costs. The next step is the development of serverless computing architectures. The 

successful implementation of serverless can be challenging because the term overlaps with 

other definitions like Platform as a Service (PaaS) and software as a service (SaaS). The 

Infrastructure as a Service (IaaS) is where the developer most efficiently handles the 

application code and operating infrastructure in the serverless world. Here the developer is 

liable and can customize some aspects of the implementing a software. It is supported with 

applications or virtual machines.  
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In the first part of the research study, an identity based cryptosystem for secured authentication 

is designed that uses Eliptic Curve Cryptography (ECC) model for securing the data in 

serverless environment. The segregation of initialization phase and authentication phase that 

enables the ECC model to improves the security and authentication of the data in serverless 

environment.  

An attribute based encryption is designed in the second part of the research study under 

different security requirements that includes data confidentiality, collision resistance, attack 

resistance, non-accessibility of sensitive before release time and delete data after expiration 

time. Considering all these parameters, the encryption model offers improved security of data 

that gets traversed or stored in the serverless environment. 

As a final part of the research study, a filter based security approach is proposed that undergoes 

three different mechanisms including encrypted fuzzy based filter with link reliability 

estimation, VM reliability estimation and residual energy factor estimation. Secondly, it 

includes the adoption of signature verification scheme involving encryption and decryption 

mechanism.  

Thus an experimental analysis are conducted on all the three proposed models identity based 

cryptosystem, attribute based encryption and filter based security. The experimental analysis 

is conducted in terms of different security metrics that includes encoded key size, signature 

time and key generation time in terms of its minimum, average and maximum time. Further, it 

is tested in terms of serverless network metrics that includes delay time, average throughput, 

average response time, error rate, load distribution and cost-efficiency.  

The results of simulation on serverless network metrics shows that the filter based security 

using fuzzy logic achieves higher average throughput and reduced delay, average response, 

error rate and load distribution when compared with attribute based encryption and identity 

based cryptosystem. Further, the testing on security metrics shows that the filter based security 

using fuzzy obtains reduced encoded key size, signature time and key generation time with 

reduced minimum, average and maximum time than attribute based encryption and identity 

based cryptosystem. Further, the study shows that the filter based security using fuzzy is cost-

efficient. 
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CHAPTER - I                                                                                                      

 

INTRODUCTION 

 

1.1. CLOUD COMPUTING 

Cloud computing controls the entire information technology (IT) by allowing 

omnipresent access to a distributed pool of configurable device tools and a higher 

degree of limited managed services. The allocation of resources and the cost-

effectiveness of these resources is a prerequisite for this process. In today’s scenario, 

building a cloud architecture is easily reliant based on the availability of high capability 

networks, low-cost computers, storage devices like hardware virtualization with a 

service-driven architecture and self-employed utilities [1]. 

The word of cloud is simply a forum for distributed Internet-based computer resources. 

The aim of cloud computing is to help consumers to achieve these advantages through 

pay-as-you-go access to all technologies. The customer of the cloud services does not 

even need to have a deep knowledge of the services. The cloud is based on the Service-

Oriented Architecture (SOA) principle which helps the consumer to avoid business 

problems through the integration of these cloud services. This permits the proper use 

of its facilities and services under a well-defined platform, allowing for a standardized 

use of good practice in the SOA sector. The cloud offers data generation and intensive 

parallel applications with software and innovations at a far more manageable cost, than 

any standard parallel computing technology [2]. Figure 1.1 illustrates the general cloud 

computing model. 
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Figure 1.1 Metaphor on Cloud Computing 

Different cloud computer services and templates are given as follows: 

• Client-server model: Client-Server Computing refers to request and response 

data or information that occurs in a distributed network with different 

functionality between each service provider on various nodes. 

• Computer bureau: A facility that gives quick and instantaneous access within a 

small or private network to computer services. 

• Grid computing: Grid is a vast set of resources which function towards a shared 

purpose. It has advanced clustered and parallel computing functions, in which 

super and virtual computers consist of a cluster of networked and loose-coupled 

computers operating on a larger scale. 
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• Fog computing: Fog often represents a distributed computing model that 

provides customers or edge consumers closer to the network with data 

calculation, storage and device resources. Instead of sending the data to some 

remote location for processing, it also manages data at network level, the end-

user client, and any smart devices. 

• Mainframe computer: These are the machines with huge volumes of data 

analysis that support businesses and large corporate environments in sensitive 

data applications. 

• Utility computing: This is a full package of on-demand computing services open 

to consumers. Utility computing is a huge backbone for cloud computing 

growth. 

• Peer-to-peer: P2P itself is a distributed architecture with no centralized data 

sharing coordination. A producer and user of the resource is a participant. 

• Green computing: It eliminates environmental impacts on IT activities with 

renewable and energy-efficient machines to ensure economic viability. 

• Cloud sandbox: Highly efficient technology with a shared infrastructure 

creation, automation and movement design. 

The various services offerings of Cloud providers providers are: 

• Google: It provides a private cloud to provide Google documentation, as well 

as many other users' features, such as email access, implementations with 

documentation, text translations, maps, web analytics, etc. 

• Microsoft: Microsoft Office 365 is an online service that provides a cloud 

computing tool for content and business analytics. 

• Salesforce.com: A Software-as-a-Service model that offers its customers strong 

client relationships. Force.com and Vmforce.com provide developers with a 

forum to build personalized cloud applications. 
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Characteristics of Cloud Computing 

Cloud computing has a number of features that are as follows: 

• Distributed infrastructure: It offers a virtualized architecture of computing for 

distributing physical resources, storage and networking on the Internet. 

• Dynamic provisioning: It allows commodities to be delivered in line with the 

existing demand, which is automatically accomplished by the implementation 

of software automation. This allows dynamic scaling and building of highly 

reliable and secure infrastructure capabilities. 

• Network access: This allows access to the Internet via a standard application 

programming interface to a broad variety of devices such as PCs, laptops and 

mobile networks (API). 

• Managed metering: This enables metered monitoring and usage of facilities in 

order to maximize use of utilities and provide information for accurate 

monitoring and billing. 

Service Models in Cloud  

A cloud environment is created, the computer resources are distributed in different 

business models. These models can be dependent on the needs of user market plans and 

various functionalities. These models are shown on different levels in Figure 1.2. 
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Figure 1.2 Cloud Computing Service Models 

In every cloud field, the three standard models are as follows: 

• Infrastructure as a Service (IaaS): Consumers have the ability to configure and 

monitor the operating system level, device level, storage level and system 

network access. But they can't monitor the cloud architecture themselves. It 

offers simple access to basic services, such as physical computers, virtual 

machines, virtual storage, etc. 

• Platform as a Service (PaaS): It enables consumers to buy and distribute their 

own cloud apps and services across the networks. You may not have to think 

about operating system maintenance and network connectivity, but the service 

has certain limitations on program rollout. It provides the whole runtime 

environment and the programming resources required for development of 

applications. 

• Software as a Service (SaaS): Users may acquire services in order to connect 

and to use an application or other cloud services. It enables technology programs 

to be used as a full service kit by end-users. 
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Deployment Models in Cloud  

Cloud deployment is dependent entirely on users' specifications. The following are four 

basic implementation models and features supporting different customer needs in the 

cloud. The pictorial depiction of these forms is clearly seen in Figure 1.3. 

 

Figure 1.3 Types of Deployment Models in Cloud Computing 

Private Cloud:  

Private clouds are designed by just one business. The objective of these forms is to 

tackle data protection problems and to have more autonomy, which is usually a public 

cloud defect.  

Public Cloud:  

Third-party providers own and serve public clouds. They provide consumers with 

excellent, attractively affordable and cost-effective infrastructure facilities. Both users 

are distributing an architecture pool close to the cloud service provider that contains a 

small setup, security safeguards, and compatibility variations. This infrastructure is 

typically bigger than the cloud of businesses, so it is able to grow on demand 

effortlessly. 
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Hybrid Cloud:  

The hybrid clouds, which combine both public and private cloud models, With hybrid 

cloud, service providers may either completely or partially use third-party cloud 

providers so that storage is more flexible. The hybrid cloud environment is capable of 

providing its customers with an external on-demand scale. This mix increases public 

cloud privacy resources, making it much easier to handle any sudden workload spikes 

than most cloud forms. 

Community Cloud:  

Here a variety of organisations with common goals and needs are spread over the cloud 

networks. This is extremely useful because it reduces the cost of capital investment for 

the company to be split by the organisations. The procedure may be carried out in-house 

or on the premises with a third party. 

Architectural Representation of Cloud 

Cloud architecture refers to the outline of a device or the skeletal view of a virtual 

system that provides cloud storage services. This usually includes various cloud 

components that communicate loosely via a loosely linked mechanism. Elastic 

provisioning based on relevant scenarios determines intelligence in the use of close or 

losing link structures. 

 

Figure 1.4 Cloud Computing Architecture 
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The architectural vision of cloud computing is shown in Figure 1.4. The cloud 

architecture consists of multiple components and sub-components. The parts include 

Virtual Machines and cloud services and backend systems such as servers, storage, and 

cloud-based distribution through the internet, the intranet and Intercloud networks. 

• Cloud client platforms: A typical cloud architecture is a front-end network 

known as customers or cloud customers. These customers might be agents, thick 

or fat clients, thin clients, nil clients, laptops and smart devices. These client 

platforms communicate with the cloud data storage through a middleware 

program, web browser or virtual session. 

• Cloud storage: Online storage of the network where various customers store 

and view data. Normally, cloud storage is used under various frameworks, 

including public, private, cloud-based or hybrid cloud configuration.  

 

1.1.1. SERVERLESS COMPUTING 

The Services-Oriented Architecture (SOA) has been a key discipline for addressing the 

difference between IT and business services. In recent decades, companies have created 

SOA and distributed networks that cover numerous business areas, including letters of 

mail, logistics, financing and banking. The key of SOA is to produce standardized 

communication protocols for individual, self-describing software modules, all of which 

are usable and accessible through the network. Web services technology has 

incorporated this idea as a significant implementation in the construction of new web 

applications. 

For years, web applications built on a three-tier architecture have been created, which 

views an application as three separate layers – presentation, corporate logic and data. 

The architecture essentially specifies how problems are separated between frontend, 

data and backend. The principle of decoupling helps developers, without affecting other 

levels, to make major layer changes and thereby easily maintainable applications. In 

the meantime, business logic and data layers can be introduced as web servers from the 

viewpoint of SOA architecture, allowing connectivity using common protocols based 

on the Internet. Web services have recently published APIs to teach users how to 

communicate and share data. 
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A webservice that runs on a physical or virtual machine, is installed and supported by 

a database server. The web server supports HTTP data transmission, which listens to 

and returns HTTP queries and replies, as well as HTTP requests. There are 

specifications for setup and servicing when they are hosted on a physical or virtual 

machine. In order for a computer to be able to run the web service, a development team 

has to review and determine machine requirements (such as processing power, memory 

and storage spaces). The phase involves the acquisition of hardware and software-

licenses as well as time and team commitment to set-up whether the server is installed 

in-house. Such a web server demands routine servicing, such as error detection, rational 

emergency management planning and updating (the server is either over-loaded or 

crashed), which requires human resources (both software and hardware components). 

Web systems will, on the other hand, be implemented on a computer network, where 

cloud providers have the infrastructure and computer tools needed to host and execute 

applications. When this method is used, the team discards questions about hardware 

modules, but the work of configuring the server and operating system is still persistent 

and requires human efforts. 

Cloud providers recently launched serverless computing systems, also called the 

Function as a Service (FaaS). For instance, Amazon's computer services, Amazon Web 

Services (AWS) Lambda, provide the container of an ephemeral feature for the 

execution of the code of the application. The container is an environment fully 

configured to work with such source code. The team will then focus on writing back-

end codes for corporate logic and installing them on networks without regard to the 

infrastructure sophistication and maintenance. 

 In addition, Function as a Service is used on request, and the standard server framework 

operating behind the program will also be removed. This function code is used on 

request. This concept helps to create a network services solution, namely a serverless 

architecture for building, deploying and distributing web services in a cloud 

environment with a server. 

To explain, a disclosure of the serverless architecture does not announce server 

participation not withstanding its name. Indeed, there are servers that cloud service 

providers set-up and maintain. 
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From the programming team point of view, the word serverless is used in which servers 

and virtual devices do not buy, rent and retain code for the program. Instead, the actual 

computer energy used to run the code is compensated. In other words, there would be 

no fee if the codes did not work. The method of serverless architecture thus allows to 

some extent to minimize operating costs compared to the conventional solution of 

maintaining a running server continuously. 

Contextualizing Serverless Computing 

What technological advances have been needed to facilitate serverless computing? 

Some have suggested that serverless computing technology is just a rebranding of 

previous offerings and maybe a modest widespread use of cloud products from Platform 

as a Service. Others might point out that the common web hosting environments in the 

1990s provided a lot of computers without servers. They had, for example, a serverless 

model of multi-tenant scheme, elastic response to varying demand, and a structured 

Common Gateway Interface (CGI) Feature Invocation API, which enabled the direct 

deployment of source code in languages of high level, such as Perl or PHP. The Google 

App Engine, widely rejected by the market a few years ago, has enabled developing 

companies to install code while leaving other facets of operations to the cloud provider. 

The App Engine has been rejected by the market. Computing without a server is a major 

innovation compared to PaaS and other previous versions. 

Today, the serverless cloud storage architecture varies in a number of important 

respects from its predecessors: greater self-scaling, tight isolation, simplicity of the 

network and support for ecosystems. These are the factors which marked a striking start 

from what was before the AWS Lambda autoscaling was offered. It has monitored loads 

with much greater trustworthiness than server self-scaling strategies.  

When required, it reacted rapidly and reduced them to zero resources and zero costs in 

the absence of demand. It paid even more sophisticated costs, offering at a moment, 

while most self-support systems charge an hour, a minimum bill increase of 100 ms. 8 

During a crucial beginning, the consumer paid for the time that their code was executed 

rather than the money allocated to running its software. This differentiation ensures that 

the cloud vendor has auto scaled and thus encourages effective resource allocation. 
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Serverless computing depends on high efficiency and safety insulation, to allow the 

sharing of multi-tenant equipment. The standard for MD-like isolations for multi-

location hardware sharing for cloud functions is new, but VM providers may use 

elaborate technologies to speed up the development of functional performance 

environments for several seconds without the server. A “warm pool” of VM instances, 

only a tenant must be reserved, and an “active pool” of instances that have been used 

to perform a function previously and are retained to serve for potential invocations is 

one approach mirrored in the AWS Lambda approach. Resource life cycle management 

and multi-tenant bin packaging are key technological facilitators in serverless 

computing to ensure high levels of use. The recent initiatives aim to decrease the 

overhead of the use of bins, unikernels, library operating systems or language VMs for 

multi-tenant isolation. 

Several other differences have contributed to the success of serverless computing. The 

serverless computing system can support much wider implementations than PaaS 

services, which are tightly related to specific uses, by encouraging users to bring their 

own libraries. Serverless computing works in new data centers and is far larger than old 

shared network hosting environments. 

The serverless model has been popularized by cloud functions (i.e. FaaS). It should 

nevertheless be acknowledged that the popularity of BaaS services since public clouds 

began, services such as AWS S3, is a part of their success. These services are, in our 

opinion, domain-specific, highly optimized serverless computing implementations. 

Cloud functions are more often represented by serverless computing. 

Attractiveness of Serverless Computing  

Serverless service helps market expansion by making it easier to program the cloud, 

which attracts more users and improves current customers' use of cloud technologies. 

Latest studies have found, for example, that about 24% of serverless users are new to 

cloud computers, while 30% have serverless computing used by current cloud clients. 

Furthermore, the short-term, limited memory and statelessness of cloud services 

enhance computational multiplexing by facilitating unused tools for these activities. 

Cloud providers may also use machines that are less common because the instance form 

is accessible by cloud providers — for example, older servers that are less appealing to 

server cloud users. Both advantages boost revenue from available services. 
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Customers benefit from greater productivity in programming, and cost efficiency can 

also be achieved in many cases when the underlying servers are used more often. While 

serverless computing makes it easier for consumers to do so, Jevons paradoxically 

implies it would boost cloud usage instead of reducing it as greater reliability increases 

demand by adding users. 

Database consumers prefer serverless computing, as novices can implement features 

without any cloud architecture awareness, and since professionals can save time for 

implementation and work on application-specific issues. Serverless consumers can save 

money because functions are performed only when incidents arise and fine-grained 

accounting (usually 100 milliseconds today) ensures that they only pay for what you 

use according to what they book. 

Investigators have been drawn to server-less and cloud functions in particular, as it is a 

modern abstraction of calculation for the general purpose that aims to become the future 

of cloud computing and as there are numerous possibilities for enhancing existing 

efficiency and addressing its current limitations. 

Limitations of Serverless Computing Platforms 

For many working categories, including API service and event stream management, 

and minimal ETL11, the serverless cloud functions were effectively employed. We 

tried to make a serverless version of applications that were of concern to us, and we 

reviewed examples from others, in order to see what barriers hinder users from 

embracing more general workload. They are not meant to reflect the majority of IT 

outside of the existing serverless computer ecosystem, they are merely examples chosen 

to reveal certain typical vulnerabilities that may preclude serverless implementations of 

many other fascinating applications. 

1.2. SERVERLESS COMPUTING SECURITY 

Serverless computing reshapes the protection obligations and shifts many from 

the cloud customer to the cloud vendor without modifying them radically. The 

dangers of both the device’s disintegration and multi-tenant resource sharing 

must also been taken into consideration by serverless estimations. 
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• Scheduling randomization: The center of hardware-level side-channel or 

Rowhammer attacks in the cloud is physical co-residency. The opponent should 

affirm the coexistence of the victim with the same physical host as the first stage 

of such attacks, rather than arbitrarily targeting the end users. The capacity of 

the intruder to distinguish running victims can be reduced by the ephemerality 

of Cloud functions. The probability of co-locating the perpetrator and the victim 

may be reduced by a randomized, adversarial scheduling algorithm, which 

makes joint ventures much more complex. However, the physical co-residency 

may intentionally preclude an investment in order to maximize startup time, use 

of resources or connectivity. 

Fine-grained security contexts: Fine-grained configuration is needed for cloud 

operations, including access to private keys, storage objects, and even the local 

temporary resources. Security policies are needed for translating from current 

server applications and for the delivery of high security APIs for complex cloud 

use. For example, a cloud feature may have protection rights transferred to another 

cloud feature or cloud service. Cryptographically secure protection system built on 

the ability to monitor access may be a natural match for such a distributed model of 

security. Other problems in the distributed control of authentication primitives are 

compounded as short-lived keys and certificates are dynamically generated for 

cloud functions, such as non-equivocation and revocation. In the device, users need, 

at least as an alternative, more refined safety insulation for each feature. 

The challenge for functional sandboxing is to keep a fast initialization period 

without hiding the running environments in a way that divides them between 

repetitive function calls. One way to start each feature from a clean state will be 

locally to the instances. These isolation strategies limit boot time to tens of 

milliseconds relative to the VM boot time in seconds. Whether these technologies 

reach safety parameters with conventional VMs remains to be seen and we expect 

an active field of research and development in the quest for strong separation 

mechanisms with low start-up overheads.  

On the other hand, the control providers and short-term instances will allow for a 

much quicker patching of serverless computing. One alternative would be to require 

physical segregation for users seeking protection from co-residency assaults. Cloud 
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providers could sell consumers a premium alternative to launch functions 

specifically for physical hosts. 

• Oblivious serverless computing: Cloud functions may communicate patterns 

of access and timing information. Data is typically downloaded and cached 

locally in a batch for server applications. By comparison, because of cloud 

features are ephemeral and are broadly spread across the cloud, network 

transmission patterns can leak more sensitive information from a cloud network 

intruder (e.g. an employee). This security exposure is exacerbated by the 

propensity to decompose serverless software into many little roles. Though the 

end user attackers are the main security issue, network patterns may be shielded 

by overlooking the algorithms. These leads to have a heavy overhead, 

unfortunately. 

1.2.1. SECURITY ISSUES IN SERVERLESS COMPURING: 

Serverless has its own difficulties in different ways, as set out below (Dillon et al. 

2010.). 

• Security and Privacy: Data security for any company which is still subject to 

inspection, is a fundamental part of this. Because of security concerns, 

companies are hesitant to purchase insurance from the providers [3]. In 

competition with rapidly moving technologies, they risk losing consumer data 

and their secrecy is high. The real storage, which adds to the security issues of 

the companies, is also not revealed. This confidential information is protected 

by traditional firewalls through data centers (owned by companies) [4]. Service 

providers in the cloud model ensures the safety of data on which companies can 

rely blindly on them [5]. 

• Data recovery and availability: Service level arrangements are strictly 

adhered in all enterprise applications. Operational teams play an important role 

in service level agreement administration and program runtime governance. 

Below are some of the activities carried out in the manufacturing area by the 

technical staff. 
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• Lack of standards: Cloud platforms have documented the interfaces, because 

of the requirements of these interfaces are not limited, the cloud is typically 

interoperable. The Open Grid Forum develops the Open Cloud Computing 

Interface to address this problem and the Open Cloud Consortium works on the 

principles and policies of cloud computing with ideas from different angles. The 

results of such groups demand further guidelines, but it is not certain if the 

services are designed to meet people's requirements by the deployment of 

suitable interfaces. But staying up to date with the new developments will 

increase the value of the results. 

• Interoperability: Software applications should be able to use other platform 

services. This is possible through web services. However, it is very complex to 

develop such web services. 

• Computing performance: In order to deliver cloud-intensive computer 

services, high network capacity is needed, which means greater costs. When 

achieved with a lower bandwidth, it does not fulfil the required performance of 

an application. 

• Portability: This is another problem in the cloud world that allows programs to 

move from one cloud vendor to the another. Vendor lock-in problems should 

not be present. Since, the usage of many common languages that cloud services 

use on websites, this has not yet been made possible. 

• Destruction of Data: When no further data is required, the data must be entirely 

deleted. Because of physical storage characteristics, the lost data is still 

available and may be restored or retrieved. This obviously results in classified 

data being disclosed to unauthorized cloud parties. 

• Group Key Agreement: Multiple network nodes participating in a common 

group, sharing a common cryptographic key. This is an area of active research 

as restrictions on both computational complexity and network utilization are 

frequently imposed. It must be enforced that perfect backward and forward key 

secrecy be maintained to prevent any decryption of any messages received while 

not a member of the group. 
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• Confidentiality: It is computationally infeasible for the intruder to determine 

the message other than the receiver. This can be achieved through the use of 

cryptography. The main goal of cryptography is to keep data scheme and                                                                            

utmost privacy of the data. In two-party communications a series of options 

exist. For symmetric cipher systems, a shared common key is fed into an 

encryption scheme. This key is agreed upon using a key agreement protocol, 

much like Diffie-Hellman. For asymmetric cipher systems, a set of keypairs 

must exist and be known. A sender would then encrypt a message with the 

receiver’s public key, and the receiver would then decrypt with their private 

key. This requires no key agreement, but does require an up-to-date key 

database that must be known and trusted to be secure and safe from tampering. 

In multi-party communications, as in collaborative broadcast-based groups, 

encryption serves as a membership border. By the nature of broadcast, all nodes 

within a sender’s broadcast range receive the message, but with encryption, only 

those nodes with knowledge of the encryption key will be able to understand 

the contents. 

• Integrity Verification: Knowing and being guaranteed that a received message 

has not been tampered with or altered in any way. This is generally done with 

the employment of hashing. A message of n length is represented by a constant- 

length bit string of k bits. Any change in the message results in a dramatically 

different hashcode, and any alteration of the hash will clearly not match the data. 

Using just hash code values does not prevent a third party from modifying the 

payload and injecting a new and valid code. 

• Authentication: Knowing and being guaranteed that a received message from 

sender “S” was in fact sent by ‘S’. This functionality is combined with integrity 

verification, and provided through the use of digital signatures, and, in a more 

connected world, supported by digital certificates and the Public Key 

Infrastructure (PKI). Signatures are based on public and private keypairs. A 

message would be signed with the sender’s private key, and later verifed with 

the sender’s public key. This provides proof a particular sender sent any given 

message. Signing includes a mixture of private key and a hash of the message. 

This verifcation may be done by any party privacy to the signature and the 

signer’s public key. 
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1.3. MOTIVATION 

The emphasis of this research is to address on data security and data protection issues, 

where a stringent privacy-preserving solutions are needed. The main focus of this study 

to provide and safegaurd medical research records, which calls for especially stringent 

solutions to maintain privacy. For e.g. a researcher who aims to gain insight into the 

human body and disease processes through big data analytics and the serverless use of 

ICT. However, the legal and regulatory issues relating to data rights must be taken into 

account when using data without server. This records ought to be transparently 

processed to avoid the identities of the persons who “own” the data. Serverless solutions 

would also properly protect data privacy. Meanwhile, much of the recent regulations 

on privacy hinders medical institutions from using serverless services - partly because 

of the manner in which knowledge management functions are generally established for 

medical information and partly because of limitations enforced by current medical data 

management laws. 

Serverless machines have taken up the multi-tenancy, lack of power and trusts with 

many security concerns. Serverless providers have virtualization and required 

infrastructure to share among multiple users.  Multi-Tenancy refers to the multiple 

independent users or organizations that are sharing a physical hardware and the services 

of virtualization. 

Another possible security violation that may arise is lack of control when user data, 

software and services are hosted in serverless provider premises. Loss of control since 

the users have no clear control over their data, serverless providers may conduct data 

mining on users' data, contributing to security concerns. Furthermore, the users cannot 

be assured that when they erase their data anywhere when serverless provider’s backup 

data at multiple data centers. This will contribute to the unused data being misused. If 

the user lacks control on the data, he or she finds the serverless provider a black box 

where he or she will not manage the resources directly in a straightforward manner. 

The protection concerns of serverless computing are responsible for a variety of privacy 

issues, as privacy is a dynamic subject with varying meanings based on backgrounds, 

cultures and societies. Furthermore, privacy and confidentiality are two different 

concerns, while protection is normally required to ensure privacy. 
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1.4. PROBLEM DEFINITION 

The serverless works simultaneously, along with the clients to access their files that are 

stored in the set of serverless, anytime. To prevent the data theft, data is being processed 

before they are stored in serverless by employing coding, replicating data in various 

servers to tolerate and reconstruct the lost data. The owner of the data stored in 

serverless verifies the data integrity in some interval of time without any local copy of 

it. If the client is busy and could not verify the data in serverless, they hire a third party 

to do the check without privacy breach. The client sometime do block verification for 

practical application when it necessary. 

When the data are dynamic, i.e., when the data gets updated or appended or deleted 

frequently, the user verify the data integrity at certain regular time interval. When the 

data outsourced are very sensitive and large like, military, banking, medical history 

there are many applications that are envisioned to adopt for storage system. 

The control of the data stored is completely given to the serverless service Provider by 

the clients as they do not maintain a local copy. The adversary can edit or erase the data 

or induce a virus which corrupt the data storage server or eavesdrop. There is a high 

risk to vulnerable attacks or system failures which bring heavy loss in the business 

enterprise as they store the data outside their organization. These attacks may lead the 

client to loss their authority and access to their own data. Hence, it is important to 

implement an efficient protocol to ensure authentication, integrity and availability of 

the client data in serverless with least overhead. 

From the perspective of the client, the threats are captured all available intruders 

towards the data originality because the data store do no reside in the local site of the 

user but in the serverless service provider domain. Both internal and external threats 

have their benefits in stealing or corrupting the data for financial advantage. The 

internal threats are the trusted parties who hired to secure the data stored in the 

serverless but for they are self-centered serverless service provider who is malicious. 

The internal threats allocate the data storage place to another client as the data stored is 

rarely used and hide it from the data owner. Sometimes they are not trustworthy as they 

hide the data loss incidents due to various reasons like Byzantine errors, from the user 

or the client. 
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The External or outside attacks are not within the serverless domain of the service 

providers. The unauthorized users who are capable of intrude the server and access the 

data without the knowledge of the client and serverless service providers. The attacker 

may corrupt or leak the secure data of private user example sensitive military ideas, 

banking credentials etc. Some of the external adversaries includes:  

• Masquerade: The attacker pretends to be the authorized person of the data.  

• Replay: The Previous authentication or any information is regenerated by the 

server for the integrity verification.  

• Eavesdropping: Continuous monitoring of the communication and surveillance 

the communications channels for leaking the information.  

• Malicious Instructions: these are programmed instruction to corrupt the 

information stored in the server.  

• Modification: Editing the content of a data block or sometimes deleting the 

whole file. 

1.5. OBJECTIVE 

The main objective is to elaborate the basic concepts of serverless computing which 

define the nature of the problem definition and motivate to extract the better solution 

of the data security in serverless storage. 

The serverless service provider possess a pool of resource which can be outsourced as 

it is referred as a virtualization. Each consumer is assigned and release the resource on 

their demand, where the customer is unaware of resources location like database, CPU 

etc, but they are allowed to limit their physical location which satisfy the legal 

agreement. 

• On demand self-service: Without human interaction the consumer may be 

provided with requested resource from the serverless service provider such as 

CPU time, software rent, storage and so forth. The above factors reduce the cost 

as it is automated for overcoming personnel overheads. 
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• Rapid Elasticity: The resources are increased as its capabilities for request 

service and release it to the customers. Procurement time can be decreased for 

new computing methods by automated processes. 

• Broad network access: Though internet only the serverless services are accessed 

by personal computer interfaces, complex device, smart phone, laptop which 

consumer desired 

• Measured service: Each service provided is measured for checking utility of 

computation. It provides resource efficiency feed to the serverless service 

provider to fix their charges for pay and use strategies. 

 

1.6. DESIGN GOALS 

The enhanced dependability and security of data that resides in serverless with the risk 

of the adversaries threats of data confidentiality and authentication of data and the 

serverless users, the proposed protocols build a proficient methods to secure the 

dynamic data and its operations. The following are efficient goals to be achieved.  

• Less storage cost: The additional storage charges used for auditing should be 

minimal for both serverless and the auditing side.  

• Minimum computation flaws: All the computation process like proof 

generation, verification, and initialization should be precise and efficient.  

• Low communication overhead: The verification by client and response 

generated by the server should be of minimum cost and less complexity. 

• Availability: The data storage should be resistant against malicious attacks, 

attack on servers and byzantine failure where the data can be reconstructed or 

copied from the multiple copies stored.  

• Confidentiality: No unauthorized parties can access the data stored in 

serverless, the protected data are sealed and cannot be accessed without proper 

authentication process.  

• Integrity: The consistency of data originality should be maintained by 

protecting it from authorized data accessing and spotting the corrupting server. 
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1.7. PROPOSED WORK 

In the proposed research work, Security framework is broken into two phases – privacy 

and message authentication. Privacy is supported through encryption, with 

authentication through digital signatures. 

Two important aspects about groups and group security must be highlighted. The first 

is that smaller devices cannot compare computationally to larger computing devices. 

As a result, these smaller devices run a risk of cryptographic compromise. The nature 

of signing a message is a partial revealing of sending a party’s private key. In the 

meantime, the entire private key is revealed, and determined third party could begin 

forging valid message signatures. 

The second observation is that the keys and signatures used in this method are very 

short-lived. Public keys used in key agreement and signature verification are valid only 

as long as the lifetime of the group or the duration of a members’ affiliation with the 

group. 

Message integrity in the strict sense is ensuring data received has not been modified. A 

naïve approach would be simple checksums, but a drawback to this technique is that a 

third party may modify the data and insert a modified, and correct, integrity checksum. 

Clearly this approach will not be safe and secure. 

Message Authentication Codes (MAC’s), or more specifically Hashed-MAC’s 

(HMAC’s) are also inappropriate for this environment. These constructs provide data 

integrity validation, but do not provide message authentication, as the authenticating 

bytes are generated and verified using the same cryptographic key. Message 

authentication codes are useful for quickly determining if a file on a computer has 

changed, but little more. 

Traditional algorithms for message authentication rely on digital signatures, generally 

accompanied by a digital certificate chain to prove authenticity. Digital signatures 

provide the same unique hash value as MAC’s, but include verifiable data from a 

private key value. This allows a receiver (who, it must be assumed, possesses the 

associated public key) to verify both the identity of the sender and the message data. 

While the dynamic network system will also utilize digital signatures, one critical 

difference exists with a more connected computing paradigm. In this method, there is 



22 

 

no way of verifying a chain of trust as presented in the certificate. This means, 

technically, we really do not know who the sender of a message is, but we do know that 

the message was not modified in transport. We can associate a message with a device 

or a user, but have very little proof of user authenticity. 

Additionally, signature and key agreement keys are separate entities. This is done for 

algorithmic and mathematical integrity rather than security purposes. The unique 

strength of elliptic curve keys is presented in this research work – using the same keys 

for generating the common group encryption key as for signing messages. 

 The private key is used to sign a message, whereas the public key, distributed as part 

of the key tree to the entire group, is used for signature verification. Other research does 

not explore this application of dual-role keys. This technique provides us with several 

desirable factors.  

• First, we have one key to distribute per node instead of one key for encryption 

and one key for signature verification.  

• Second, when a node serves as a group for joining or leaving a member, their 

keypair is regenerated. This enforces both forward and backward secrecy from 

an encryption point of view, but also updates the signature keys are our dynamic 

and temporal signature system. 

The main contribution of the research work is given below: 

• In the first part of the research work, an identity based cryptosystem for secured 

authentication is designed that uses ECC model for securing the data in 

serverless environment. The segregation of initialization phase and 

authentication phase enables the ECC model to improve the security and 

authentication of data in serverless environment.  

• In the second part of the research work, an attribute based encryption is designed 

under different security requirements that includes, data confidentiality, 

collision resistance, attack resistance, non-accessibility of sensitive information 

before release time and delete data after expiration time. Considering all these 

parameters, the encryption model offers improved security of data that gets 

traversed or stored in the serverless environment. 
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• In the third part of the research work, a filter based security approach is 

developed that undergoes three different mechanism including encrypted fuzzy 

based filter with link reliability estimation, VM reliability estimation and 

residual energy factor estimation. Secondly, it includes the adoption of signature 

verification scheme involving encryption and decryption mechanism. 

1.8. ORGANISATION OF THE THESIS 

Chapter 1 discuss the cloud computing overview and the serverless computing 

overview. It provides the details of serverless computing security and its related issues. 

Further, the chapter presents the motivation, and contribution of the work. 

Chapter 2 provides the related works on security models in the field of serverless 

platform.  

Chapter 3 presents the proposed identity-based cryptosystems for secured 

authentication in serverless computing model. It also s the performance of the proposed 

identity based cryptosystems with other methods.  

Chapter 4 presents the proposed attribute based cryptosystems for secured 

authentication in serverless computing model. It also provides the comparison of the 

proposed attribute based cryptosystems over other methods. 

Chapter 5 presents the proposed Filter based approach for secured authentication in 

serverless computing model. It also provides the performance of the proposed Filter 

based approach than other methods. 

Chapter 6 discusses the performance of the three models with various performance 

metrics.  

Chapter 7 provides the conclusion and possible directions for future research in 

serverless computing. 
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1.9. SUMMARY 

The enhanced dependability and security of data resides in serverless with the risk of 

the adversaries who threats of data confidentiality and authentication of data and the 

serverless users, the proposed protocols build a proficient method to secure the dynamic 

data and its operations. The following chapter provides the details of the proposed 

model to secure the data and proper authentication of data in serverless systems. 
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CHAPTER 2 

 

LITERATURE REVIEW 

 

2.1.      INTRODUCTION 

This chapter includes extensive background on past studies on data deduction 

procedures, process of preservation of privacy, self-destruction approaches and 

serverless user revocation mechanisms. Different methods are briefly examined in 

relation to the research work. This chapter included a concise overview of all prior 

studies on deduplication of data, data protection and the processing of user revocations 

in any computer system without a server. This thesis precisely described the 

complexities and problems of serverless computing. This research work proposes a 

better deduplication of the false fire, privacy and dynamic self-destruction updating for 

serverless data, in order to balance the protection and efficiency strategies in the 

serverless world. 

2.2. RELATED TO SERVERLESS COMPUTING 

The serverless data storage project suggested a private deduplication protocol (Ng et al. 

2012). A private data deduplication protocol was initially used to allow a client keeping 

private information which demonstrates the server's summary string. This strategy has 

been discovered without disclosing any detail to the server to properly manage the 

description. The security of private data deduction protocols was formulated in the two-

party calculations based on simulation. A construction of private deduplication 

protocols was subsequently presented and analysed based on the traditional 

cryptographic assumptions. But the numerical complexity of the machine increased. 

This has been discovered. 

A novel coalescing algorithm for serverless storage systems [7] has been suggested for 

the following year. This algorithm estimates the maximum and minimum number of 

subpieces to be combined into a subpiece. This algorithm's main objective was to 

concentrate not just on the maximum amount of chunks to be merged into a size, but 

also to avoid the lance process when coalescing chunks. On that basis, a new parameter 
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was proposed, called the low predicted subchunk scale. This new parameter has been 

used to restrict the number of subpieces, in order to reduce excessive coalescing costs. 

The deduplication period was nevertheless high. The time needed was high. 

In order to boost serverless store performance and preserve redundancy for defect 

tolerance, a dynamic data deduplication [8] was proposed. Centered on the customer 

side deduction with complete file hacking process, this framework was designed. Here 

the Redundancy Manager calculates the best number of copies for the file, according to 

the number of references and the appropriate QoS amount, if deduplication is found in 

the system. This copy numbers of files is fundamentally dynamically changed at QoS 

level. However, the machine assessment was lagging behind in its availability and 

efficiency. 

Enhanced data deductions from nature-inspired data are an innovative framework that 

is proposed for effective serverless control of storage [9]. This technique involved text 

matching algorithms for deduplication using the Sequence Matching algorithm (SM) 

and Levenshtein algorithm, GP. For text comparison and for the detection of the next 

player, the SM and Levenshtein algorithm were used. This approach allowed users to 

efficiently use the space offered by serverless providers, thus reducing heavy charges 

for resource use. Meanwhile, though, the time it took to match the text was relatively 

strong. 

A reliable multi-server-aided data deduction was suggested [10], based entirely on a 

decentralized blind-signature threshold. The collusion assault between serverless 

servers and multiple servers successfully withstood this tactic. Each consumer has 

created this solution by interacting with many key servers to create a convergent key. 

This prevented any partial key server from gaining knowledge of the hidden key spread 

across all major servers. However, it was found that the time required to implement this 

method was high. 

Payment-based compensation mechanisms for safe serverless deduplication that 

enhances data management performance [11] were suggested. This solution included a 

server-support network protocol that guarantees the validity of the deduplication rate to 

provide confidentiality protection through Convergent Encryption (CE). In addition, 

the price function was specified based on the objective of the deduplication. This 

studied per-bit customer billing and the data storage utilities to service providers with 
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serverless storage (S-SSP). The overhead storage has been found to be high in the 

system, despite all these advantages. 

A method for stable serverless infrastructure was proposed called allowed 

deduplication [12]. This strategy has implemented a protected permitted deductible 

using the token generation mechanism. The serverless service and storage providers 

have also been able to use the strategy of data deduplication without having access 

either to user plaintext or decrypted data. However, the efficiency of this method has 

not been well analyzed. In the serverless storage on the basis of FP-tree, a data 

deduplication approach was proposed [13]. This solution was proposed to increase data 

storage performance, which also increased functionality for read and write. At first, the 

FP-tree algorithm was used to store vast amounts of data and this was shown with 

computational derivations. A variation of the FP-tree algorithm and data server-free 

location system was then developed to efficiently handle storage using the serverless 

server-free backup technique. However, because the input data became too big to 

process, the test device was analyzed to be unreliable. 

In order to improve the serverless platform availability and stability, it was 

recommended a Deduplication-Assisted Serverless Primary Storage System (DAC) 

[14]. This solution incorporated replication and erasure coding schemes that replaced 

redundant server-free infrastructure data blocks, which properly spread data through 

many different serverless storage providers. The duplication system has retained 

heavily referencing data blocks, while the other blocks have been saved with the erasure 

code scheme. This exploited the value of duplication and erasure code schemes by 

taking advantage of their comparison features. However, for improving safety on the 

non-server storage systems, DAC demanded reliability analysis and data encryption. 

A verifiable data deduplication scheme was suggested [15] that clarified the issue of 

the validation of the serverless image deduplication. Usually, a serverless server was 

used to check the accuracy of the data deductibles, where the fingerprint was calculated 

for its hash value for any encrypted picture submitted by the consumer. These 

fingerprints were sent to a total of two serverless servers for the verification of 

duplicates: the Storage and Verification server. In case of no deduplication from 

servers, the user transmitted the data. The users abandoned the concept of uploading 

data when fingerprints were repeatedly detected. The findings were inconsistent with 
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fingerprints on a server alone and made at least one server invalid. In addition, the study 

of safety and efficiency has been shown to minimize storage space by exploring the 

deduction in block levels of the picture. 

For serverless storage improvement and its functionality a stable replication was 

proposed of encrypted data called Serverless Deduplication [16]. This solution was 

suggested with the aim of simultaneously maintaining block deduplication and privacy. 

Moreover, because the necessity for block deduplication posed a problem about key 

management, a new aspect was added to apply the core management process for each 

block and the actual deduplication process. Nevertheless, further protection features 

such as recoverability, data integrity control and encrypted data search were essential. 

Anonymous encrypted data have been proposed as a proof of ownership for serverless 

storage [17]. This solution introduced a number of features to use separate client-level 

encryption keys, proof of ownership and customer connected data files on the blind 

server. Clients used chosen hidden keys to encrypt themselves. Deduction here did not 

restrict the choosing of the encryption key for clients. Any customer who demanded 

evidence of ownership of a file must have the whole file. Moreover, the relationship 

between clients and their files from the serverless server was obstructed using an 

encrypted channel. The serverless cloud then provided the data owners with a digital 

credential to retrieve their data files as needed. However, there has been a high 

calculation time for storage and retrieval. 

For serverless infrastructure, a reliable data deduplication approach is suggested [18]. 

In this context, a new way to safeguard the privacy and confidentiality of information 

was adopted. This approach used an effective deduplication algorithm for the division 

into smaller units of a given file. The users who have merged a stable hash function and 

a block encoding algorithm then encrypted those units. For such hash values, users have 

built an index tree that has been encrypted by means of an asymmetric search engine. 

The index trees enabled the service provider to check the index and to return the units 

properly. The serverless storage providers must not be trusted when managing user 

data. Analysis of this method, however, was not seen. 

The Virtual Machine (VM) was suggested to provide a deduplication-based Energy 

Efficiency Storage System (EEVS). All VM image files have initially been studied 

using general operating systems. Based on the study, multiple redundant data blocks 



29 

 

were found to provide additional VM storage energy. Thus, the proposed solution was 

intended to reduce these redundant data without interruptions in operation through an 

online deduplication process because traditional deduplication technology has been 

used for offline backup. An EEVS was developed using the previous serverless 

platform according to the device architecture. For a certain range of VMs with restricted 

deduction resources, a deductible selection algorithm was developed so as to minimize 

storage energy usage. The efficiency of this strategy has, however, been found to be 

less efficient because the algorithm has taken more time. 

For serverless storage to remove duplicated chip text and to improve privacy security, 

encrypted data deduplication [19] was suggested. This mechanism is used to store all 

the data in the cipher system, which has a search block and a conversion block. The 

serverless storage server recognized duplicate cipher structures and translated enabling 

blocks. The cipher blocks were reported to the same cipher by any data owner of the 

duplicate structures corresponding to the same plaintext. So only one copy of the 

replicated cipher block was saved on the serverless disk server to prevent unused 

storage space. The computer time of this solution was heavy, compared with other 

mechanisms, despite all its advantages. 

For the purposes of data deduplication in serverless storage, a new content-defined 

chunking algorithm (CDC) [20] was proposed. This technique implemented a high-

performance, hashless-chunking, Rapid Asymmetrical Maximum process (RAM). 

Here, the bytes values were used by RAM for the declaration of the cut points instead 

of hashes. This algorithm was also used to determine the maximum byte referenced by 

a fixed window and a variable window. The full byte in the chunk and at the edge of 

the chunk was used. This setting was used for the RAM's retention of the CDC property 

to make less contrast. Despite all its benefits, it was necessary to increase the accuracy 

of identifying duplicate files. 

Awareness in application for personal storage serverless backup facilities, the locally-

global root deduction known as ALG-Dedupe [21] has been suggested. The key path 

of this system was to increase the effectiveness of the deduction of data through the 

exploitation of application consciousness that combined locally and globally. This 

sparked a strong balance between serverless storage capabilities that save significantly 

less time. In addition, the utility of various deduplication schemes on one platform were 
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calculated with new metric bytes which have been saved per second value. The 

suggested scheme was also used to reduce the computing overhead and maximize the 

deduplication efficiency with an intelligent data chunking approach and adaptive use 

of hazh functions. The application-aware index structure has been used to 

independently eliminate consistency, and has optimised the viewing output by 

concurrently separating a central indicate into various separate small indices. 

Furthermore, a customer-side data aggregation approach was proposed which enhanced 

the reliability of data transfer. This has been entirely focused on the combination of 

smaller data packets for serverless storage in larger ones. This scheme, however, would 

not promote safe deduplication where protection is not investigated, which is a big 

concern. 

For stable permissible deduplication, a hybrid serverless solution [22] was suggested. 

The approved data deduction issue was initially resolved and then the user's differential 

rights were considered in double checks, in addition to the data itself. Several new 

deduplication constructions were also proposed to support the approved duplicate 

search in a hybrid serverless architecture. This technique only permitted the users to 

search for files with restricted rights duplicately. In addition, an improved scheme to 

enable enhanced protection that encrypted the file with differently privileged keys has 

been implemented. 

According to the literature analysis, the deficiencies identified in the existing system 

are high computer time, lower performance, and availability, a lack of coding standards 

for ensuring serverless storage security, a compromise on data integrity at high 

computer costs, and unauthorized access without limiting access to data with the 

application and the data film. This underlines the need for new studies to tackle the 

problems described above. 

2.3. RELATED TO SERVERLESS SECURITY 

A revocable key aggregate [23] cryptosystem was suggested for the exchange of 

information on an essentially serverless sub-set-cover network. The proposal had the 

core aggregate features, which made key management considerably easier for the 

customer and revoked access allowances with versatile and efficient access regulation. 

Whenever the account cancellation has begun, the serverless server has been able to 

upgrade its ciphertext such that revoked users have access to a new code which is not 
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compulsory for unrevoked users. A testing procedure was also used to validate the 

modified chip text in order to ensure that the user revokes are carried out correctly. This 

strategy was therefore considered only for the construction of a CPA protection system 

and the expansion of the system found the total number of users to be inflexible. 

A crypto-imposed access control system [24] for untrusted serverless storage has been 

suggested, with a customizable user cancelation process. This framework supports a 

refined framework for controlling access and allows scalable repeals without data 

migration to invalid accounts, who mistakenly depend on serverless providers. The 

framework employed the encryption attribute-based technology that enabled users to 

identify readable human access policies for data in serverless storage to complicated 

access structures. Moreover, this system provided a modular revocation system, 

revoking invalid users in two ways: one which modified the revoked user's list 

explicitly and the other, which revoked the list implicitly on the basis of an epoch clock. 

Based on the system requirements, the system administrator has opted for one of these 

choices. This strategy enabled the authorized users to update the encrypted data and 

enabled users to validate if the authorized user had updated the data correctly. The 

framework needed a better updating process despite its benefits, because the calculation 

time for decryption was high. 

For the serverless setting, a new effective Access Management Scheme Attribute Based 

Revocation (ABR) [25] was suggested. The user cancelation was assisted by an 

effective fine grains access management system. This method abused the power of the 

technique for the hidden exchange of community administrators, increasing both 

attribute and user level immediate and effective revocation. The advantage of fine seed 

access offered by the CP-ABE technique is totally beneficial. The benefits of this 

scheme were many, one of them was no machine re-key operation. With the immediate 

revoking of users, the allocation of the revoking technique to the secret sharing process 

has modified the secrecy of attribute classes so that only approved people can find out 

the new secret. However, the technique needed to improve the structure further to 

achieve improved results. 

For attribute-based encryption in serverless storage, a dynamic user revoke and key 

refreshing technology [26] is suggested. This technique uses the CP-ABE implemented 

for serverless storage inside a data-owner-centric system to use a Dynamic User 
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Revocation & Key Refreshing (DURKR) model. To address problems of scalability in 

current revocation programs, DURKR implemented a proxy re-encryption method. 

DURKR was one of the programs to first refresh the CP-ABE approach with a dynamic 

system. It was also planned to be a generalized model that operated with the number of 

CP-ABE systems in use. This approach, on the other hand, necessitated more 

computational and coordination time research and development. 

The user revocation and update of attributes for serverless applications has been 

suggested for a serverless access management system [27]. In order to promote account 

revocability and modifying attributes, this method uses access control (CP-ABE). A 

secure identity-based revocation solution has been developed to solve ABE-based 

account revocability problems. In addition, the revocation functions had little impact 

on the attributes of the code because the names of the revoked users were integrated 

into the ciphertext during the encryption phases. A powerful upgrade procedure was 

used to overcome problems with the attribute update because the separate update (key) 

information for each device user was configured to quickly update the hidden key and 

the ciphertext. However, the reliability of the user retrieval and upgrade access control 

scheme is poor, as it is ideal for serverless platforms that use and run a large amount of 

data. 

For a safe serverless world, a fine-grained access control and [28] has been suggested. 

This method safeguarded the user files, which could offer the data on the serverless 

fine-grained access control. In order to do so, simple cryptographic systems were used 

alongside μ-degree bivariate and symmetric polynomials. Furthermore, it employed a 

modular user control cancelation system that increased the cancelation of interpolation, 

without changes to other users' shares. However, the coordination overhead was high, 

so polynomials were used to distinguish data and other operations. 

For serverless hierarchical community operations, a powerful user revocation method 

was proposed [29]. Dynamic encryption methods for broadcast were employed in this 

technique, using the group signature. The overall Security algorithm for the exchange 

and distribution of information in an anonymous serverless system was used to create 

Elliptic Curve Cryptography (ECC). This regime has been determined to be 

autonomous of various revoked consumers of overhead computing and encryption 

processing costs. As a result, this method necessitated the use of an appropriate key 
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management technique for the removal of private keys from any party on the serverless. 

In addition to the user cancellation which protects and selectively accesses data in a 

serverless platform, temporary access control technique [30] has been suggested. This 

method was used primarily to encrypt and store data in serverless devices in order to be 

decrypted in the order provided only by approved users. Decryption has been partially 

outsourced to a proxy server which reduces the system's computer load. This made the 

system for devices with reduced computing capacity more comfortable and secure. This 

solution requires an optimization algorithm to increase the efficiency of the user 

revocation process despite its efficient operation capability. 

2.4. RELATED TO IDENTITY BASED CRYPTOSYSTEM 

Serverless based deduplication and self-data destruction [31] were proposed for 

enhancing the security of data stored in an encrypted form on the serverless. 

Duplication was simultaneously checked before storing the data in the serverless so that 

the space is managed efficiently with minimal billing to the users from the Serverless 

Service Provider (SSP). Access permission mechanism was also utilized in which users 

had decryption and deduplication access permissions. The life span of each data item 

was provided every time a data gets stored on the serverless. Moreover, self-data 

destruction algorithm was utilized that automatically removed the data on the serverless 

with the least life span. However, the performance of this approach was not analyzed 

appropriately. 

An improved data self-destruction [32] technique was proposed for protecting the data 

privacy on the serverless. In this method, a new scheme named Safe Vanish was 

proposed that prevented hopping attack. This was achieved by extending the length of 

the key shares which in turn improved the attack cost substantially. This enhanced the 

performance of the Shamir Secret Sharing algorithm in the original vanish system. An 

improved approach against sniffing attack was proposed that employed the public key 

cryptosystem to protect against any sniffing operation. However, several limitations 

were noticed in this technique. This approach was found to only improve the cost of 

hopping attack, but could not stop it completely. Another an important issue was 

availability, when the key shares were extended to a specific extent to be handled easily. 
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A controllable data self-destruction system named Serverless Sky [33] was proposed 

for handling untrusted serverless storage networks. This approach had the ability to 

enforce the security of user privacy over untrusted serverless in a controllable manner. 

It exploited a key control mechanism based on Attribute-Based Encryption (ABE) and 

with the help of active storage networks. These networks allowed the users to control 

the life- cycle and the access control policies of the private data. The integrity of the 

data was ensured by using HMAC (Hash-based Message Authentication Code) to 

operate under untrusted environments. However, this technique was not sure to be 

scalable if the data applications were of varied dimensions. In spite of all its security 

measures, technique lagged behind due to fraudulent messages over digital signatures. 

An ABE-based secure document self-destruction scheme (ADS) [34] was proposed for 

self-destruction of documents on the serverless securely. This technique employed 

ABE algorithm on a global-scale, Distributed Hash Table (DHT) network that was 

totally decentralized. The ADS scheme protected the privacy and security of the 

archived and saved personal documents. This made all the document copies unreadable 

triggering automatic destruction on the constraint of the user-specified time. Moreover, 

the ADS scheme provided a flexible access control to the authorized users among social 

groups. However, the use of DHTs did not guarantee on data integrity and consistency. 

A secure self-destruction of shared data [35] methodology was proposed for the multi-

Serverless IoT environment. This technique employed encryption of data by access 

strategy that allowed the owner of data transmitted to the serverless to grant access to 

only a specific set of captured data fields of the users with minimum number of keys. 

In addition, this approach restricted the data owner from accessing the data and keys 

only till a certain period after which it was destroyed completely to be unavailable for 

any modification. However, in this approach, the performance effectiveness the 

technique was not analyzed. Data sharing and self-destruction scheme with help of Key-

Policy ABE with Time-Specified attributes known as KP-TSABE [36], [37] was

 proposed for the serverless environment. In this approach, each cipher text was labelled

 with a time period where the private keys were associated with a time instant. The

 cipher text was decrypted only if the attributes time instant was available in the allowed

 period of time where the attributes associated with the appropriate cipher texts satisfied

 the key’s access structure. In spite of all its advantages this approach shared a file to

 only one user at a time and the computational complexity  was found to be high. 
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Self-destruction model [38] was proposed for protecting the data in serverless storage 

based on the Data Storage Center (DSC). This approach was mainly focused on the Key 

Generation Center (KGC), an independent system on serverless used for generating 

unique key for each file in the process of encryption. The attribute values were managed 

by the data center that was employed for downloading the data from the serverless 

storage. Self-destruction methodology also removed the copies of the key generated 

from KGC and DSC appropriately. However, uploading and downloading speed of files 

was found to be low in the system. 

A Secure Ciphertext Self-Destruction scheme named SCSD [39] was proposed with the 

ABE scheme in the serverless. This scheme, employed DHT networks that stored all 

the sensitive data in the encrypted form with an access key. This also stored the 

ciphertext shares along with the attribute shares for the data in the network. On the other 

hand, the remaining sensitive data ciphertext and the shares of access key ciphertext 

were integrated to an encapsulated self-Destruction Object (EDO) on the serverless. 

Every node in the DHT networks automatically discarded the ciphertext shares and the 

attribute shares when the personal data expired. This made the ciphertext and the access 

key unrecoverable by any illegitimate users in the serverless. However, this approach 

requires further improvement on security. 

A self-destruction scheme known as SEDAS [40] was proposed for protecting the data 

privacy in serverless storage as a service model. This proposed approach had two major 

parts namely, secret key part and survival time part. The Secret key part was used for 

generating a pair of keys through the Shamir secret sharing algorithm whereas the 

survival time part was used for specifying the time limit for each key. This strategy 

self-destructed the keys after a user specified time which reduced the communication 

overhead and network delay. However, the key length specified in this approach was 

found to be less and required to be increased for providing more data privacy to the 

users in the serverless architecture. 

2.5. RELATED TO ATTRIBUTE BASED ENCRYPTION 

A new approach [41] was proposed according to the private matching and min-attribute 

generalization that solved the problem of privacy preserving in the serverless. The 

major objective of this approach was to employ the private matching technology that 

intersected the user’s data and the datasets of the service providers without accessing 
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each other’s data. Moreover, the problem of privacy indexing was found to be improved 

in this approach which removed various privacy indexing problems in the serverless. 

However, the performance metrics of this approach was not analyzed and hence would 

lead to unsure functionality of the technique in any system. 

Privacy-preserving cross-user source-based data deduplication [42] is a technique that 

was proposed in the serverless storage to dramatically enhance the security. However, 

the effectiveness of this approach was found to be poor as it failed to address both 

privacy and data deduplication simultaneously. A three-tier cross-domain structure [43] 

was introduced that employed an Efficient and Privacy- preserving Big Data 

Deduplication strategy known as EPCDD in the serverless storage. This proposed 

approach resisted brute-force attacks that preserved the privacy and improved the data 

availability. Additionally, accountability that determined the identical plaintexts of the 

encrypted messages was employed for assuring better privacy. However, the time 

complexity of duplicate search was not found to be improved which required additional 

jobs to be carried whenever the data size increased gradually. 

An efficient yet secure scheme [44] was proposed that employed searching of encrypted 

serverless data on recovering the misspellings and typographical errors that existed 

frequently in terms of search request and source data. This methodology was achieved 

using a metric space that constructed a tree-based index. This allowed retrieval of data 

with only the relevant entries with minimum number of distance evaluations. String 

embedding techniques were utilized for refining the relevant entries efficiently and 

securely. This index construction was useful for maintaining the privacy of the keyword 

trapdoors as well as the stored data. A simple cryptographic primitive was designed that 

protected the embedding vectors when the serverless servers were enabled for 

measuring the similarity on the encrypted vectors without using any third party. 

However, the parameters involved in enhancing the security seems to be more in 

number which would lead to higher complexity and running time of the algorithms. 

A retrievable data perturbation method [45] was proposed and utilized in the serverless 

for privacy-preserving. Initially, an improved random generator was proposed for 

generating an accurate noise. Then, a perturbation algorithm was introduced for adding 

noise to the original data. Based on this algorithm, the privacy information was hidden, 

but the mean and covariance of data which the service providers require remained 
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unchanged. After that, a retrieval algorithm was proposed which obtained the original 

data back from the perturbed data. Finally, the retrievable perturbation was combined 

with the access control process for ensuring only the authorized users to retrieve the 

original data. However, several limitations were noticed in this approach where the 

perturbative data was found to be too sensitive to handle and required large number of 

keys. 

A new user-side personalization framework and architecture [46] was proposed that 

addressed the privacy issues in the serverless. This method contributed an innovative 

serverless architecture and framework that offered personalized services by protecting 

users’ information. This strategy allowed the users to handle the user-side 

personalization and data anonymization abided by the privacy laws that widely 

involved user-side processing with no personal data leakage from the client side. This 

made the users’ more comfortable inside the serverless with good quality of service 

delivered. A personal data processing agent was employed in the client side through 

personalization techniques where the queries were sent to the hosts in an anonymous 

format. The performance effectiveness of this approach was not found to be analyzed 

properly. 

Dynamic data operation with deduplication in privacy-preserving public auditing [14] 

was proposed for secure serverless storage. This approach enabled data deduplication 

under three dynamic data operations namely, data modification, data insertion and data 

deletion. These operations were done on frequent basis by the serverless service 

providers for improving the storage efficiency that reduced the data volumes. In 

addition to this, the costs and energy consumption for running large serverless storage 

system was found to be reduced effectively. This also ensured that the data integrity in 

the serverless storage system was achieved appropriately. In spite of all its 

functionalities the system lags behind due to its high computational cost. 

Privacy-preserving public auditing [47] technique was proposed for secure serverless 

storage. This approach employed a secure serverless storage system that supported 

privacy-preserving public auditing for the data on the serverless. A homomorphic linear 

authenticator and random masking techniques were included that blocked the Third-

Party Auditor (TPA) from learning any information about the data content stored on 

the serverless server. The efficient auditing process not only removed the burden of 
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serverless users from this tedious and expensive auditing task, but also alleviated the 

users from the fear of outsourcing the data. This technique required higher auditing 

time between the batch and individual auditing. 

An efficient confidentiality-preserving Proof of Ownership (PoW) strategy [48] was 

proposed for deduplication in serverless platform. In this approach, a novel PoW 

scheme known as ce-PoW was proposed which was found to be resilient with 

Convergent Encryption (CE) to many servers that paved ways for poisoning attacks. 

This approach was proved to be more secure under bounded leakage option of the 

system. However, content guessing attacks against low min-entropy files remained an 

open issue to be addressed. 

A new privacy preserving technique [49] was proposed for serverless service user 

endorsement that used multi-agents in its environment. The requirement for a generic 

privacy preserving framework was discussed that performed a decisive task in 

preserving user’s confidential data stored in the serverless storage service provider. 

However, this algorithm required further improvements on considering the policy and 

authorization strategies in a dynamic real time serverless infrastructure without 

affecting the performance of serverless computing paradigm. 

Privacy-preserving outsourced association rule mining [50] strategy was proposed on 

vertically partitioned databases in the serverless. In this approach, an efficient 

homomorphic encryption scheme and a secure comparison scheme were proposed for 

ensuring the data privacy. Then, a serverless-aided frequent itemset mining solution 

was introduced that was used for building solutions for association rule mining. These 

solutions were designed for outsourced databases that allowed multiple data owners for 

efficiently distributing their data securely without any compromise on the data privacy. 

However, the communication traffic and storage cost for such operations were found to 

be too high to be implemented. Privacy-Preserving certificateless Provable Data 

Possession (PP-CLPDP) scheme [51] was proposed for big data storage in the 

serverless. The main objective of this approach was to improve the security of the 

CLPDP scheme and to ensure the privacy protection. However, the computational 

complexity of this approach was found to be high. 
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2.6. RELATED TO FILTER BASED APPROACH 

The number of challenges is unlimited in the simple deterministic protocol proposed by 

[52]. Using RSA based homomorphic hash function the integrity of the remote data is 

verified. It can be demonstrated by possessing a set of data to the client. The system 

first initializes the user to calculate the hash value of the file by Euler function and send 

the data to the server. The locally maintained copy is deleted and retains only the hash 

values which calculated. A random integer is chosen and sends to the server for integrity 

check. The server responds to the client and sends back to the server. The results are 

matched and ensure that the message data is secured. 

Through challenge –response protocol the verification of the remote data integrity is 

proposed by [53] called as remote data checking protocol. Random selection of the 

element g is done, which computes the homomorphic tag for the file to be stored in the 

server. With the m data and N public key of the RSA, the client sendsm to the server 

along with the homomorphic tag t. The verification process begins with the client who 

chooses a random number r and sends a challenge to the storage server. The proof is 

generated once the server receives the challenge and sends the response. The proof is 

verified by client, if the data are intact and maintained consistency then it true or else it 

is corrupted. The disadvantage is that only fixed number challenges can be employed. 

The complexity of computation increases in both the system [52],[53] as the server is 

meant to hold huge amount data and it impossible to cover the entire storage for 

integrity check. 

To cover the whole file for integrity check in the server [54] is proposed a system which 

works on efficient remote data possession checking in the decisive information 

infrastructure. The file divided into blocks along with the homomorphic hash function 

generated by RSA for each block. The Diffie –Hellman key exchange method give a 

notion for the data possession checking protocol. It is the same process as mention in 

[52], where the client divided the data into m blocks and store along with homomorphic 

hash value. The flaw of this proposed system is that the client has to store hash values 

of each N size bits which occupy large space at the client side which make it complex 

and audit process slow and does not support public verifiability. 
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For quick and fast integrity verification scheme for checking the integrity message, the 

homomorphic tags are employed in all data blocks and batch verification takes place as 

projected in [55]. In some cases like [54] the hash values are store in the client local 

storage where it size is linear to the number of fragments. SEC (storage Enforcing 

Commitment is proposed by [56] for deterministic verification approach. This system 

also uses the homomorphic tags whose number is more than two times as the data 

chunks. The indexes of the tags are shifted by choosing a random value which 

associated with the data chunk. The flaw of this system is that the size of the client’s 

public is bigger than data file. 

To detect the modified data files a scheme is proposed by [57] which is based on the 

tweak able block cipher. This cipher is used to detect the data blocks which are modified 

without been authorized. Less space is needed if the trusted client data has low resource, 

then the client have to keep data files less. The whole file is retrieved for the verification 

process the communication is complex as both linear and files which under the 

challenge. The disadvantage is it not feasible the verification data possession with the 

above complication. 

A very common method is proposed by [58] in which the prototype checks the integrity 

of the data in unreliable storage environment. A separate server is used for 

authenticating purpose which uses to host the verification though the client holds a 

small space locally. The cryptographic hash value of constant size and authenticated 

skip list data structure are stored reliable environment in which application is hosted. 

The system is very transparent and detect the corruption on both of the server even if 

threat attacks the both the server. 

The confidentiality is lacking in all above protocols though it verifies the originality of 

the data. To address this problem of remote storage integrity and confidentiality a 

design is proposed by [59]. The design is based on the tree construction using MAC to 

assure the file system maintain its integrity and confidentiality. It uses the universal –

hash based MAC to enable the security proof for the betterment of the performance 

compared to the Merkle hash tree. The data files are ensured security by file encryption 

the system provides both confidentiality and integrity. 

A secure file system is proposed for insecure network called SiRiUS by [60] which is 

assumed to be untrusted network storage gives access to read-write cryptographic 
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controls foe file sharing. There are minimal out of band communication and key 

management and repealing are quite simple to handle. 

Similar to the SiRiUS, there is design which provides security for file sharing over un-

trusted servers. A stackable file system proposed by [61] which explains CRUST, 

which have sharing policies more flexible by maintaining access privileges per user like 

owner of the file, read- only, read- write authorization. Usage of MAC based signature 

in the place of either secret signing key or public verification key. 

The Plutus is a new secure file system is proposed by [62] which provide strong security 

even the data file reside in the pool of unworthy servers. The main advantage of Plutus 

is that all keys distribution is handle in decentralized manner and all data are encrypted 

before storage. The confidentiality is maintained while their communication between 

the user and server (RPCs). All the above deterministic protocol discussed assures the 

integrity and confidentiality and do not support public verifiability. 

The protocols which concentrate on the availability of remote data storage are discussed 

below; a secure and self-organizing storage (P2P) protocol is described by [63]. It 

ensure integrity availability and confidentiality with public variability at low resource 

overheads in periodic verification. The scheme is mention in four phases: setup, storage, 

delegation and verification. Using Elliptic Curve cryptography (ECC) the client 

encrypts the data files and generates metadata in the setup phase. The client 

communicates with the storage server at the storage phase and metadata is given to the 

verifier either the client or outsourced verifier at delegation phase. The owner checks 

the data storage server for its originality at verification phase. Using challenge –

response protocol the process is executed any number of times using the tiny security 

metadata. The process assure scalability as it enable data redundancy while avoid peer 

collision and third party is hired to do the verification for the owner. 

To verify the originality of information data stored in the serverless servers a DEMC-

PDP scheme is proposed by [64]. Many differentiable copies of the file f is generated 

by the owner and it is encrypted using AES. There is single secret key k which is 

maintained by the authorized users which is decrypted later. All the copies are attached 

a verifiable tags generated by BLS to each block in the file [65]. The cheating serverless 

service providers are prevented by misbehaving by utilizing blocks from various files 

in the case of MR-PDP [66]. The local copies are deleted once the owner send the file 
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along with the tag to the service providers. The verification is done on all outsourced 

data copies by challenging the CSP to make sure the stored data not less than n copies 

and not corrupted. Using metadata and the response generated by the CSP is verified. 

These protocols all works on the static data and not efficient for dynamically changing 

data. 

For data dynamics in serverless server a verification scheme is proposed by [67] which 

preserves the privacy of the remote data checking protocol in the serverless computing. 

The above supports the dynamic operation and public verifiability mention in [54]. To 

Public verifiability the client allows their trusted third-party auditor who knows the 

credential like public keys and performs integrity check for the client. There are 

vulnerabilities when the credentials are given to the third party. To ensure the data 

inside the server is safe from internal and external attacks the privacy must be preserved 

from third party auditor also without interfering in the verification part [67]. The 

dynamic data which is updated frequently by appending deleting, adding in-between 

must be intact without any leak or data loss. After each update the metadata also should 

be changed accordingly which leads to reliable verification process. The updates should 

not more complex and these protocols do not support data leakage from the internal 

attacks effectively. 

The unfaithful storage server is described as of how handle them by Provable data 

possession (PDP) scheme [68]. A random set of data blocks are sampled for 

probabilistic proof generation without retrieving the original file which is stored in 

serverless server by the client, in this way the input and output cost is reduced by PDP 

scheme the scheme is divided into two main schemes: Sampling PDP and Efficient PDP 

(SPDP and EPDP) schemes. These schemes only give assurance to the possession of 

the sum of the block and do not guarantee each block is challenged for its integrity. 

Homomorphic authenticators are used in these schemes; the homomorphic verifiable 

tags are computed to get a single value from multiple file data block. Before the data 

are outsourced to the serverless server there are tags computed for each and every 

blocks of the data file and stored in the server along with the tags. Frequently the client 

randomly verifies some selected blocks by challenging them. On the reception of the 

challenge the server generate proof of possession along with the tags and send to the 

client. The client verifies with the metadata which client maintain locally and give 
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response convincing the proof withdrawing the original file from the server. 

Nevertheless, the security proof is not rigorous for the above protocol. 

Building a public-key HLA (homomorphic linear authenticator) satisfying 

homomorphic properties using identification of protocols is done the subsequent work 

[69]. The conversion of public-key HLA into publicly-verification proof of storage Pos) 

is shown along with communication overhead irrespective of the length of the file and 

supporting boundless number of verifications. 

The verification on accuracy of the data in online service [70] is done by auditing the 

data in the server without any explicit knowledge about the data files the above uses 

only minimum of memory space. First sequences of requests are sent to the data 

structure online. The adversary views the data structures which are under the control of 

them. Using the reliable memory the checker performs each operation in the input 

sequence, the operation in the unreliable data structure also take place according to the 

input sequence so that the error can be detected by the verifier with higher probability. 

Using Heap or Binary search trees the checkers discover more for complicated data 

structure. 

Sequel of the [70] the memory checking schemes for large and remote storage at 

unreliable server is the problem discussed in [71]. The client store randomized 

fingerprints in the personal computer which is private in order to check the file 

corruption. There are issues in sub-linear authentication and the setting must be 

understood for the authentication problem. The encoded file is stored and make sure is 

not corrupted without accessing the whole file. The online checking is efficient with 

the one way function but the sub –linear authentication is inefficient and cannot hold 

for high risk adversary models. 

Provable data possession (PDP) is proposed for the outsourced database according to 

[72]. In the database a small number of tuples are inserted by the client. When a query 

is sent to the augmented database, there are some probabilities that few tuples are being 

inserted. Monitoring is done by inserting tuples response and analysis it for the integrity 

of the system. The client should be aware of all tuples inserted in the outsourced 

database for analysis. To identify the security breach, the client check for the inserted 

tuples reply is missing in the response. If all query receives the reply with the inserted 

tuple, then the probabilistic assurance on query Integrity satisfied. 
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There are many challenges involved in this task. The client holds a copy of all inserted 

tuples, in order to know the set of inserted tuples as which had to be returned which 

require of store locally and query processing is also done locally. In the above approach 

a deterministic function is used to describe about the inserted data. The encrypted 

function generates the data which is very difficult for the service providers to 

differentiate the inserted data and encrypted database. So, they need retain only the 

definition of the function at client side and not the data. The query process must be 

secure and does not provide any clue or a little information to adversaries. If the inserted 

tuples from the original tuple is revealed to the outsider, then the scheme is a failure. 

To secure the database form the threats a provable scheme is proposed and achieves a 

high-level safety from adversaries and computational bounded. The integrity 

verification for join and updates of the database is provided by scheme. Data processing 

services like search engines, storage, backup system, etc. are application of the above 

technique. The disadvantage of PDP protocols is the availability of data i.e., the file 

retrieving is not assured for the outsourced data but provides validation for that. 

The data stability, integrity and availability are tackled by [66] Multiple –replica PDP 

(MR-PDP) scheme which is implemented on the deceitful storage servers by replicated 

mechanism [73] which is the addition of PDP models projected by [72]. The clients 

store many replicas of the data file in the storage which is verified by challenge –

response protocol. At the time of the challenge each single unique copy should be 

produced. The data owner calculates and verifies with the time t the storage of a single 

replica and w this it verifies for all copies that reside in storage system. All the replica 

copies have original file are masked randomly by using pseudo –a random function 

(PRF), all replica is unique in nature and uses different PRF and does not compare with 

each other. The single sets of tags used to verify by modified homomorphic verification 

tags of PDP [72], all tags are generated at once for the original data file. It unmasks the 

existing replica and places it with new one randomly, this very efficient. With all 

relevant parameters in single replica PDP scheme a multiple replica PDP(MR-PDP) 

scheme is built very efficiently [74]. 

The probability of data loss is immensely decreased and availability of data is increased 

by using MR-PDP. Only the client is authenticated to perform the verification process 

for integrity and availability hence private verifiability is achieved. 
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With the multiple replicas along with the remote data possession protocol verification 

is done publicly to assure the availability, integrity and confidentiality [75]. When the 

client run out of time, they hire a third party to do the verification behalf of them (TPA) 

which make it very flexible. The homomorphic authentication along with BLS [65] 

bilinear signature is employed in this protocol [64]. To support public verification of 

multiple replicas [76] used a PEMC-PDP protocol which ensures the privacy from third 

party who verifies the data integrity. To improvisation of the security proposed in [76],a 

multi copy privacy preservation on serverless storage is proposed by [77].the 

characteristic of privacy preservation in public auditing makes more flexible and 

commissioned the possession of data file for verifier where the verifier is unaware of 

the content in it. 

The issues in the multiple replica-based protocols are they need large space which leads 

to communication overheads. But it achieves the availability and integrity of the data 

store along the servers. 

To overcome the short coming of the replica-based scheme in [75],[77], a Proof of 

Retrievability (POR) protocols is proposed 

The complementary approach of PDP is POR, which allows the verifier to check the 

data possessed in server by incorporating challenge response protocol. The verifier can 

reconstruct the whole data with the response given by the server which makes POR 

more reliable and stronger than PDP. The encoding done on the data file before storing 

in the remote server using erasure codes. Only static data are concentrated by the POR 

protocol. 

A scheme which is suitable for the internet based operation is proposed by the [78] for 

clients who store their data in the server. There are n servers where the file F blocks are 

dispersed using (m, n) dispersal of information [79]. To recover the file, for any m out 

n fragments are enough to rebuild the whole file. Calculation of MAC (Message 

authenticated code) for each block after encoding is completed. Using the pre computed 

MAC s the peer perform spot integrity check on one another on data blocks which spot 

the data loss but does not ensure whether all the data are secure. 

Similarly using erasure correcting coding [80] the integrity of the data file stored across 

the multiple servers is verified using the algebraic signature and hashing techniques. 

[81]. The blinding of data and parity by XOR operation with pseudo – random stream 
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in order makes it collusion –resistant. If the secret parity is leaked then, it easy to 

regenerate the whole files using both erasure code and pseudo random stream. The 

verifier requests all the distributed servers to return the signature which already 

calculated in a specified part of the data file. With returned signature it validates the 

data accordingly by using keys of algebraic encode and stream cipher encryption. The 

MAC is constructed where the corruption –detection system in on surveillance [82]. 

There is communication overhead while handling the file access at the server side as 

the files are linear blocks which accept the challenge. 

A proper definition of POR [83]. which is complementary method to PDP [68]. A 

challenge –response protocol of this POR scheme provides the remote server 

confidence that the verifier can retrieve or rebuild the whole file from the response 

which is transmitted by servers. It employed in two phases set up phase and verification 

phase. In first phase the client fragments the file F into block of chunks (k). With error 

correcting code implemented in each chunk and elaborates into n blocks. Before 

outsourcings the data file the erasure code is used if any detection or modification in 

any parts of the files. The encryption and permutation is done on outcome result to 

ensure the dependency of the blocks remain secret and these masquerade blocks are 

called sentinels which are embedded in the outsource file cipher for error resiliency. 

The hidden sentinels are hidden inside the data block for adversary detection and their 

operations in the server. Pseudorandom Permutation (PRP) is used by the client request 

for the random sentinels to check for the integrity of the data. The probability of 

corruption reflects the sentinel if a block is corrupted or erased data in the outsourced 

data. POR cannot be implemented for public database like repositories, libraries. At 

each challenge the sentinel and its position revealed and cannot be reused which makes 

the challenges to be limited and fixed. 

To overcome the fixed and limited challenges and public verification, [84] proposed a 

scheme with security which holds proof using two POR schemes which is against 

arbitrary threats as in this model design by [83]. The private verifiability along with the 

proof of retrievability scheme is the response of the standard model secured by building 

pseudo random function (PRFs) is considered as first scheme which had long query. In 

the second scheme the BLS signatures and random oracle model is used which provide 

response of POR and public Verifiability. The aggregation of proof into one small 

authenticator value is completely depended on the homomorphic properties. The client 
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breaks an erasure code file into several blocks and authenticates each one of them with 

pseudorandom function (PRF) along with the key which is stored in the server. The 

user verifies by choosing a random challenge using pseudorandom permutation (PRP) 

and sends to the servers, upon receiving the challenge the server responds to it. The 

comparison is done by the user with response and the pre-computed values. 

This scheme is same as the above framework but it uses BLS signature for public 

verifiability authentication. The linear combination is been aggregated by structure of 

theses signatures. It provides security with computational diffie-hellman assumption 

over bilinear group in the random oracle model. 

In the work of [85] and [86] come up with a framework for the POR protocol which 

uses integrated forward error –correcting codes. 

The client challenges to ensure security by extraction the file through the challenge-

response interface. There is simple connection between POR schemes and the idea of 

hard amplification which comes through the study of complex theory in [86]. In 

contrary [87] shows different parameter trade-offs when POR are designed and show 

least interest on POR protocols. 

HAIL (a high availability and integrity layer) is proposed by [87] which broaden the 

RAID basic principle to handle the adversary in serverless server. 

HAIL provides efficient security and model improvements than the traditional multi-

server application of POR protocols which maintains the file originality and availability 

throughout the servers. The storage resources can be tested and changes its location if 

failure occurs, this is done by making use of PORs as pillar support [87],[84].[83]. 

HAIL proves the client by enabling the set of the servers via challenge –response 

protocol that holds the file F fully intact and more in particular, that the client can 

rebuild or recover from any loss with high probability and minimum overheads. HAIL 

is very sensitive, even if a single bit is prone to security risk which drastic loss over 

period of time; it protects from the adversaries. The limitation of [87] is not good at 

public verifiability. 

By integrating the robustness based on spot checking in the framework of Provable 

Data Possession (PDP) is proposed in [66] which focus on robust remote data checking. 

To guarantee the audits conducted on the server, the integration of forward error –
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correcting codes (FECs) with remote checking is done. The encoded file using FEC and 

PDP is applied on that encoded file F. If the server finds the file is corrupted, ability to 

detect the flaw is provided by the original PDP framework. 

The robustness is achieved by combining the file along with FEC and PDP scheme. 

It provides protection against corruption for large and small part of encoded file. If the 

server is corrupted more than a fraction of encoded file the client will detect with the 

high probability for the larger portion of encoded. If the server is corrupted at most a 

fraction of the encoded file, the client will recover the data with high probability for 

small portion of encoded file. The remote data checking must guarantee the securities 

as the design are complex and subtle. The vital problem is the choice of the FEC code, 

how the encoded parameters are selected and the output data layout. The encoded data 

rate and I/O performance should be maximized on the remote storage which minimizes 

the overheads faced like I/O complexity of remote data auditing and duplication of data. 

The choice of encodings is very important which guarantees the security and 

performance. Some of the FEC codes [83] and [84] are not optimal and experience poor 

I/O performance. 

The idea of mitigation arbitrary amount of data corruption in the robust auditing scheme 

is proposed in [66], which include both detection of data corruption and to be resistant 

to it. The data owner replaces the data from the redundant data when they encounter 

any data corruption or data loss. 

An idea is proposed [88] which improves the output of the [66] on robust auditing which 

incorporate the forward error-correcting codes and remote data checking. The remote 

data checking along with the encoded file using the FECs to be robust and provide an 

elaborate analysis of the reliable encoded result which used to measure the probability 

of the attacks on spot checking. 

For the large set of data they use a PDP (E-PDP) which is described in [68]. It shows 

experimental results along with probabilistic Possession which assure the security by 

in depth evaluation of auditing which trade-offs the space, performance and security. 

In the above all protocols the confidentiality of the data is not addressed, only it 

provides the methods for efficient audit, assurance on the data integrity and availability 

of the remote data with erasure coded embedded . 
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For efficient remote data possession in the serverless servers [89] provides 

confidentiality, integrity and availability of the data. In the term of computation and 

communication it is very efficient and effective and the verification is done without the 

challenger to compare the original data and the response sends by the server. 

It is the client responsibility to maintain the keys used in encryption to protect the data 

and it brings key management problem which lead encrypting the keys for security 

again making the problem worse than solving it in these schemes [64],[67],[83],[89]. 

To eradicate the key management issues for the client to ensure confidentiality, 

availability, integrity of the data, the researchers have been done and secret sharing 

protocols are considered. 

For validation of the integrity, recovering the data, safe guarding the confidentiality 

from unauthorized users and management of keys issue is solved by this protocol. 

There is an alternative way for protecting data confidentiality and eliminate the key 

problem is given by [90]. The secret sharing scheme introduce (m, n) where n is data 

which are partitioned into n shares and distributed among m nodes. The original data 

can be reconstructed by m shares i.e. (m<=n), when the data is accessed. The 

information of the original data is not derived with less than m shares. The system can 

be highly secure and always available with large n and some reasonable m. The only 

issue is there are storage flaws where only share same size of the original data. 

For the remote data [91] proposed a diminutive secret sharing scheme to provide 

confidentiality and availability. The traditional secret sharing given by [90], encryption, 

and dispersal of information (Rabin 1989; Radu 2005). 

A short secret sharing like [91] is build by [92] which combination of secret sharing 

keys and erasure code in the serverless environment to calculate and analysis the 

performance of the data stores for availability and confidentiality, where the storage 

resources are from different providers with different geographical location. Based on 

[93] to achieve the data confidentiality and availability there is scheme designed (SSS) 

which provides dependability and high performance. For each update server to server 

communication is avoided by considering multiple – version-based access algorithms. 

To achieve a secure SVR with the guarantee of wait-free read in such way algorithms 

are design.  
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update share a version number is given which is unique which is efficient and satisfies 

the regular semantics while accessing it. A unique version number (UVN) is developed 

to access for the client independently to reduce the cost of each update. However, there 

are incurring potential performance problems when it is implemented distributed 

serverless storage. 

There are two level serverless storage which address the issue by [91], First the server 

is divided into several groups based on their location information. Using SSS on each 

data object within each group and the data is shared among the servers in the group. 

Replication of the shared data to other different groups and the lazy update can be 

applied to the updated share in one group and forwarded to the other groups. This 

reduces the response latency for the update access which the user perceived. In Each 

group independently the consistent share verification is performed. The cost is reduced 

as server-to-server communication can be inhibited within the group. Thus, the two-

level approaches are more scalable than data partition approach. 

Using data grid support a secure, robust and high performing storage with dynamic 

replication by data partitioning. The problem is complex by using the erasure code 

scheme or secret sharing and/or replicated. The topology is designed in two layers. 

Multiple clusters form a network topology which illustrated in a general graph. Within 

each cluster the topology is depicted by tree graph. The share replica allocation has two 

problems; First is the Optimal Intra need cluster share allocation problem (OISAP) 

which finds out the cluster shares replicas and it determine its number of shares needed 

and how it is placed in the cluster. The aim is to develop, a placement algorithm to 

allocate the shared replicas which significantly reduce the communication cost and 

access latency. 

Public verification is proposed by [94] for dynamic sharing protocol for data storage 

security. The validation of the shares can be verified by the shareholders where the data 

shared among the group of servers. Some server store the share which is backup when 

there is threats and leads to dynamic recovery Additive sharing and verifiable 

encryption is used by this protocol to complete the recovery and verifiable functions. 

The main disadvantages of the above Short secret scheme (SSS) are that it does look 

into the remote data integrity in the servers. 
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The solution to the problem of information verification of data integrity on distributed 

storage is proposed by [91] against attacks, storage issue and efficient communication 

by using cryptographic methods. Using Information dispersal algorithms (IDA) [79], 

the missing data information are dealt and solve general secures the information 

dispersal problem and recover from the attacks and loss of data due adversary. There is 

no use of public or private keys; it does not require secret keys. Recovery of distributed 

data can do by any party within the system and does not allow to modification or data 

theft as long as parties are reliable and be honesty. Using finger prints are used along 

with the cryptographic techniques the solution is found. To maintain the integrity of 

data they use a “paradoxical” property which holds public fingerprints. With these 

finger prints anyone can compute using the same unction but can’t cheat or forge them. 

Hash values are not very appropriate which is used to check the data originality in 

distributed system data. The hash values are stored by the verifier to check the integrity 

of distributed data. First, the verifier sends a request to the data storage to get ready for 

the challenge. The computed hash value should match the value which already stored, 

if not the data are being modified, this incurs communication overhead due irresistible 

data communication. Space complexity occurs as large volume of hash values must be 

stored by the verifier. If there is failure at a single point, the checker is collapse and this 

method is not reliable. So to overcome this light weight process of integrity check with 

public verification is mandatory. 

Dependability and integrity of the data to ensure confidentiality with lightweight 

process is proposed in [95] which more flexible and efficient for dynamic data checking 

the integrity scheme. The scheme is publically verifiable with consistent data shares in 

the distributed storage system. The data –originating senor partitions of the original 

data into several multiple shares are done by use erasure coding [96],[97] and secret 

sharing techniques. Compared to the traditional replication proposed in [67],[77] the 

construction significantly reduce the communication and storage flaw and achieve 

dependable data storage by duplicating the data as in original data sets. By utilizing 

algebraic signatures which are encouraging algebraic properties and spot checking for 

ensure the data integrity and availability [81],[98]. This allows the shareholders to 

verify data integrity on dynamic data in a randomly with minimal problems. In each 

check the data–originating sensor appends a discrete parity block to all data share which 

makes the shareholders to perform the verification on the distributed data share 
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independently. The important feature of this scheme is that it provides zero false 

negative probability. The unauthorized party can be detected with the high probability 

in every single operation. Verification of aggregated data share for its integrity with 

high probability is explained [99]. For secure and dependable storage for distributed 

system scheme for UWSNs is shown in [100]). The advantage of secret sharing and 

reed Solomon code are low communication overheads and computation security with 

shorten data dispersing size. A linear coding method is incorporated instead of Hashing 

function to public verification in distributed manner which gives very low 

communication and storage overheads without a holding the original data. Hence the 

data confidentiality, availability and integrity are achieved by using the protocols with 

public verification but it is employed for the static data in the storage system [99],[100]. 

The operation like update, delete, append and insertion done the data stores in serverless 

server are dynamic data which must verified in a period of time to make more secure 

and reliable. For dynamic data verification there, highly efficient design has been 

proposed [72]. Provable secure PDP with data dynamic support are done by “Scalable 

Data Possession” which is based on symmetric key cryptography technique which 

eliminate the number of encryption . There are token computed before outsourcing the 

data, where each token is covered by random set of data block and the original data is 

stored in the server along with it. To obtain the proof of the data possessed by the server, 

it challenges the server along with random block indices. Once the server receives the 

challenge it computes a small integrity check over the mentioned blocks and sends the 

response to the client. If the response matches the corresponding value pre-computed 

by the client then the data is secure or not. In this scheme the client either keep the pre- 

computed token locally or outsource in encrypted form to the server. It improves the 

PDP in the terms of cost, computation flaws and bandwidth considerably. There are 

disadvantage in this approach where the client can perform limited updates and 

challenges and it fixed priori. Insertion is difficult and cannot insert a data as desired, 

furthermore for each update all the process of computing the token is repeated as new 

entry which make it more complex for bigger files. Since it based on symmetric key 

cryptography, it does not support Public verifiability. 

Effective and flexible storage verification for distributed system is proposed by 

[93],[99]. This scheme works explicitly on dynamic data to ensure the authenticity and 

availability of data in the serverless server. The system design is against the byzantine 
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failures, redundancies of the data during the file distribution preparation using erasure 

code build using reed Solomon code. Comparing with traditional replication file storage 

in the distributed system techniques the construction reduces the communication and 

storage space overheads. Homomorphic tokens are utilized with distributed file along 

with the erasure code data which ensure storage correctness insurance and fast error 

localization. When the errors are detected, the scheme ensures immediate action on 

verifying correction and locating the misbehaving server. Exploration of algebraic 

properties of the token computing and erasure code is needed to maintain the balance 

between error abolition and data dynamic operation. It shows how efficiently it support 

dynamic operation on the data blocks and also preserve the correctness assurance. 

However, like mention in [69] the insertions on the index position s of the data block 

are not supported. 

To support data dynamics based on PDP model [68], construction of two efficient PDP 

by [101]. It supports the dynamic data operations on the data storage at block level and 

by using rank based verification skip list which not, the index position in the serverless 

server using RSA trees [102],[88]. Rank based authentication with skip list is mainly 

used to authenticate the information in the tag of the blocks which are updated or 

undergone challenge [68]. In the DPDP scheme said by [101], the files are being 

fragmented into m blocks and tag is computed for each one of them. The representation 

of the block is stored in jth bottom –level node of the skip list. 

 The tag attached is stored data protects the integrity of the file block. In the challenge 

phase the client requests the server prove the correctness by selected random blocks. 

Upon receiving the request, the sever send s a tag along with search paths and send the 

combined blocks as part of the challenge issued. The client verifies the path along 

search if the block tags using the information of the metadata which attached at the start 

node. The metadata is compared with the server response where the client acceptance 

based on the search path which is verified. The skip list which is authenticated are 

utilized to modify, insert and delete a block tag by achieving the dynamic operation of 

the data file. The efficiency of the scheme is remaining doubted and unclear. 

A BLS signatures based on homomorphic authenticator is proposed by [103], which 

enables full data dynamics using Merkle Hash tree (MHT) explain in [104] in its place 

of skip list given by [101] for verification of integrity in serverless servers. The client 
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uses encoded file done by incorporating Reed Solomon codes [80], which is divides the 

files into n blocks. Then using BLS signature the client compute signatures and generate 

the public and private keys. The construction of MHT done by the client who assigns 

the root is R, and leave nodes of the tree are file tags. The private key is assigned as the 

R root by the client. The client send the file along with the root, signature to server then 

deletes the local copy of it.  

The integrity check can be either done by the client or the third party auditor (TPA) 

where they are outsourced to challenge the server randomly. The TPA first uses the 

private key to check the signature of the root before challenging the server. It state 

“FALSE” if the verification fails and rejects it or otherwise it recover the public key. 

By mentioning the position of the blocks the client can check the integrity of the data 

using a challenge message chal either generates by TPA or the client. The server 

receives the challenge from TPA generates response along with some amount of 

auxiliary information such as the path from root to leaves and sibling nodes in MHT. 

The comparison is done between the new root which is generated with response given 

by the server with the old one. It the results are different, and then the verifier shoes 

“FALSE” or if the proof is verified using BLS signature shows “TRUE”. Thus the data 

dynamics is supports the operations like block modification, add, delete. For update 

operation, a request is sent by client to the server and update operation is performed as 

per the request and alter the MHT. The disadvantage is that replay attack which makes 

the data block audit system insecure while updating with the same hash value. 

A work is proposed by [89], to eradicate the replay attack for the remote data. The 

integrity checking for remote data with dynamic support using index table is done. 

Using random sampling, index hashing and fragment structure they construct a 

effective audit scheme for dynamic data verification which outsourced. A secret key 

and public key of the system is generates by the client who owns the data, the file is 

pre- processed by the secret key which consist of n blocks ,a set of public verification 

parameter(PVP) and a index hash table which are stored in third party. The TPA 

transmits the file along with the tags to the serverless service provider and deletes the 

local copy. A “random Sampling “challenge is issued by the interactive proof protocol 

of retrievability in order to audit for any security breach. The index –hash table (IHT) 

can be updated and manipulated by authorized application of the data owner with the 

secret key which is stored in TPA. The checking algorithm ensures the secure storage 
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from unauthorized threats by using private secret key which identifies the forge records. 

A cooperative Provable data Possession for Integrity check on multiple cloud storage 

is given by [68]. The protocols proposed by the above is not suitable for the real 

serverless computing solution which require trustworthy servers. The assurance of the 

confidentiality of data is lacking in the above protocols discussed though it supports 

dynamic data auditing for integrity check and always available on remote distributed 

data servers. 

Privacy –preserving a public auditing scheme for cloud storage is proposed by 

[41],[103]. The server has choice to select a random number embed along the data block 

and send to the servers instead of sending the linear combination of data block to the 

auditor directly. Masking of random number is done by the server and sends back to 

the client verifier with the linear combination of data block and random number in order 

preserve privacy of the client. The privacy is maintained from the outsourced TPA and 

it does not assure the confidentiality from adversary inside as the data are not encrypted 

before it is delegated. 

The data are being protected from malicious attacker from internal and external by this 

proposed scheme by [76]. It uses dynamic multiple data copies maintained in the 

serverless servers based on MR- PDP. There are two schemes which ensure integrity, 

availability and confidentiality they are tree based and map based dynamic multi-copy 

provable data possession. The tree based scheme is the fine-tuned extension based on 

reliable data structure to provable possession of dynamic single copy. Generation of 

multiple copies of the data file by the client is done then each copy is encrypted and 

fragmented into sectors where each one of them belongs to one prime. For multiple 

copies of block, the tags are generated separately, and then MHT is also generated by 

the owner for copy of the file. The hash values are the leave nodes of MHT and the 

directory is generated by using the path from root to leave node. The dynamic 

operations are supported by using map version tables instead of trees. The serverless 

service providers prefer MHT to maintain the server to reduce the overheads. For the 

mobile devices in cloud computing, a provable data possession of resources –

constrained mobile device in cloud computing is proposed by [105]. These mobile 

terminals only needs secret keys and random numbers generated with the help of the 

trusted platform model chip. The mobile devices must be capable of handle the work 

load while computing and space needed for it. Similar scheme used in [103] by integrate 
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the bilinear signature and Merkle hash tree (MHT) which comprehensive the token 

verification of the all the file into small signature to limit the communication and 

storage issues.  

For different systems the probabilistic verification schemes attain security if it achieves 

the following parameter like availability, integrity and confidentiality. There are some 

flaws which ceases the system to achieve the requirements which affects the efficiency 

of the data file stored in serverless storage servers. Using pseudorandom sequence, the 

integrity of the data is verified by using probabilistic protocols, which does not cover 

the entire files works on probability that leads to data files missed for challenges. Since 

the integrity proof is not got for all the files, data may be corrupted and slip away 

without detection. For this the server have to perform many numbers of challenges to 

cover the entire files to obtain high probability which not feasible. The spot checking 

is not practical to achieve lightweight process and integrity assurance is not satisfactory. 
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CHAPTER 3 

 

IDENTITY BASED CRYPTOSYSTEM FOR SECURED 

AUTHENTICATION 

 

3.1.  INTRODUCTION 

Serverless computing is a cloud model that enables the developers to manage the 

servers and decide low levels of infrastructure [106]. It offers a real, pay-by-the-go, 

resource-free service and it reduces the limitations for developers by providing strong 

trust on cloud providers with operational complexities [107]. Compared to the other 

cloud models, serverless model is closer to the cloud computing expectations that 

should be treated as a utility’s services [108]. It is a becoming of compelling paradigm 

for cloud applications, mainly because of the architectures have recently shifted to 

micro-services and containers [109]. 

Serverless computing is a paradigm that represents a novel evolution on cloud models, 

its platforms and abstractions [106]. The serverless computing uses explicitly the 

function as its core deployment unit, However, the functions from different users 

running on a shared platform is considered critical during isolation [48].  

Hackers or the illegal use of sensitive data or resources are always increasing security 

concerns with sensitive user data [110]. Encrypting whole authentication is popular for 

the improvement of security problems. For such encryption data search, index terms 

are used. In this case, the retrieval entity is unable to read the data.  

Several encryption systems exist, some of the models are public key encryption system 

[111]; Biometric based Authentication [112]; attribute based encryptions [113]; 

Quantum Authentication [114], asymmetric image encryption system [115], State 

estimation-based dynamic encryption system [116], memory encryption and 

authentication secure against side-channel attacks (MEAS) system [117], Optical 

encryption and sparsity constraint authentication [118], attribute based encryptions on 

mobile ad-hoc [119], authentication with blockchain and text encryption protocol [120], 

Image authentication using double image encryption [121], encryption technique on 
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cloud computing [122] , where complex encryption operations are mainly involved on 

event of any anonymous user attacking the functions from different users are exploit 

the advantage of identity based cryptosystem in the Function-as-a-Service (FaaS) 

serverless model to improve the privacy of data. 

3.2. PROPOSED IDENTY BASED CRYPTOSYSTEM MODEL 

In this section, an Elliptical Curve Cryptography (ECC) based identity of the user and 

the function being deployed in FaaS model. Initially will check the feasibility of ECC 

in improving the data security based on the user identity. If the ECC algorithm fits, the 

algorithm will be improved in a better way such that it suits the functions of FaaS and 

does not affect the performance of FaaS. 

The architecture of the serverless model with FaaS model is given in Figure 3.1. 

 

Figure 3.1: FaaS with serverless architecture 

3.2.1. FaaS MODEL 

FaaS is a serverless computing implementation through serverless architecture. The 

serverless architecture is dominated and was widely considered to be a serverless 

computing. As a result, we will not distinguish between them and use these two terms 

interchangeably. 

FaaS release developers from heavy implications by executing code as a response to an 

event, so that modular chunks of functionality can be simply uploaded to the cloud that 

can be run independently for the deployment of the service. 
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3.2.2. STRUCTURE OF AUTHENTICATION MODEL 

The proposed model has four phases, as follow as,  

• Setup phase: The universal feature set is defined in the setup phase. In this 

phase, the authority takes the input and output of the system's public parameters 

and system master keys by implicitly securing the parameter. 

• Encryption phase: This phase is carried out by the sender and includes input 

from public parameters, message and access structure. Encrypts the message 

under a specific access structure, so that the message can only be decrypted by 

recipients whose attribute sets fulfil this access structure. 

• Key Generation phase: The authority runs this phase, which takes system 

master keys and the user's attribute set as the input and releases the 

corresponding secret key. 

• Decryption phase: This phase is performed by the data recipient that includes 

the ciphertext, secret key that matches its own set of attributes and public 

parameters. If the attribute set of the receiver meets the ciphertext access 

structure, then the message is successfully decrypted in this phase. 

3.2.3. ECC MODEL FOR SECURITY IN FaaS 

The only known approach for ECC breaking is to solve the ECDLP problem.  The best 

known solution is an enhancement, where n is the elliptical curve in question, involving 

estimated measures. By, this measure and anticipated future processor speed, the size 

of the key requested for different public-key asymmetric systems has been calculated 

to match the security levels of a symmetrical private key systems. 
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Table 3.1: Primitive Notation 

Notations Description 

Ui Particular User 

A Adversary 

h1(), h2(), h3() Three one-way hash functions 

IDi Identity of Ui 

s, PK = sP Private and Public key pair of T 

T Trusted Third Party 

 

Even if the key size is reduced as conventional technology, the ECC algorithm provides 

the same level of safety. The mathematical operations in ECC are derived from the 

equation  

Here a and b are used to define the elliptical curve, and x, y points, even if the point at 

the end lies on the curve, when it complies with the previous phase. 

INITIALIZATION PHASE 

The trusteed third party T is used for assembling ECC parameters during this phase. 

Initially, an elliptic curve is considered to be Ep(a, b)  and the random base point (P) is 

collected by T with the help of h1(), h2(), h3(). Thus, by generating the secret key(s), 

parameters {Ep(a, b)P, h1(), h2(), h3()} are revealed in T. 

AUTHENTICATION PHASE 

Each user must be authenticated with other connecting nodes in order to establish 

communication with other nodes. As the following procedure is shown: authentication 

between the users  

Step 1:  (Ui and Uj) = Ui → Uj : {Xi, Yi, Kip, IDi, ti}  

Ep(a, b) : y2 = x3 + ax + b mod p    (3.1) 
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The user Ui is connected with Kip and Kis and that tends to collects the information 

xi∈Zp.  The time stamp ti is then set up and the values Xi and Yi is found using the user 

Ui. This tends to places a request for authentication to the user Uj with proper 

transmission of information Kip, IDi, Xi, Yi and ti. 

Yi = xi + Kis H2(IDj, Xi, ti)    (3.3) 

Step 2:   Uj → Ui : {Xj, Yj, Kjp, IDj, tj}  

When an authentication request message is sent from Ui to Uj, Uj checks the time stamp. 

The session is terminated if the difference in time stamp between Uj and Ui exceeds the 

threshold level. If the threshold level is less than the time stamp difference, Uj will 

accept the authentication application from Ui. If the application is confirmed by Yi As 

soon as possible, Uj will move to the next process, or the session will be completed. 

For the shared session key, user Uj calculates Xj and Yj, where SKij = H3(xjXi). The 

message is thus transmitted using the user Uj with the security parameters Kjp, IDj, Xj, 

Yj, tj.  

YiP = (Kip + Xi + H1(IDi, Kip)sP)(H2(IDj, Xi, ti)),  (3.4) 

Xj = xjP     (3.5) 

Yj = xj + KjsH2(IDi, Xj, tj)   (3.6) 

STEPS OF AUTHENTICATION 

The establishment of authentication between user A & B is given by: 

Step 1: Let dA is the private key of user A and dB is the private key of user B. The private 

keys are established using a random number, which is lesser than n i.e. domain 

parameter. 

Step 2: Consider QA = dAG and QB = dBG are the two public key of A and B respectively 

with G as the domain parameter that estimates the private keys. 

Xi = xi P      (3.2) 
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Step 3: Exchange the public keys between A and B 

Step 4: The entity A estimates K = (xK, yK) = dAQB 

Step 5: The entity B finds L = (xL,yL) = dBQA 

Step 6: If K=L, then the shared secret key is selected as xK and then the transactions are 
 

confirmed. 

 
3.3.        RESULT ANALYSIS 

 
The simulations are carried out in terms of different performance metrics with other 

existing methods. The experiments are conducted on a desktop computer with 3.4 GHz 

processor on an Intel core i7 with a storage capacity of 500GB on an 8GB RAM. The 

experiments are conducted with different file sizes that ranging between 750-10000 kb. 

The computations are carried out for several iterations and the average values are 

determined. 

 

 

Table 3.2 and Figure 3.2, shows the results between the total number of rounds and 

execution time. The results of simulation shows that the improved ECC based serverless 

security has reduced execution time than ECC and ECDSA algorithms with respect to 

increasing number of rounds in the system. 

 

 

Table 3.2: Execution time (ms) based on number of nodes 
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Figure 3.2: Execution time (ms) based on number of nodes 

Table 3.3 and Figure 3.3  shows the results between the file size and execution time. 

The results of simulation shows that the improved ECC based serverless security has 

reduced execution time than ECC and ECDSA algorithms with respect to the increasing 

file size. 

Table 3.3: Execution time (ms) based on file size 

File size ECC ECDSA Identity based Cryptosystem 

750 154 63 53 

2000 349 252 236 

4000 490 340 307 

6000 622 504 460 

8000 760 630 583 

10000 1008 781 747 
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Figure 3.3: Execution time (ms) based on file size 

Table 3.4 and Figure 3.4 shows the results between the file size and encryption time. 

The results of simulation shows that the improved ECC based serverless security has 

reduced encryption time than ECC and ECDSA algorithms with respect to the 

increasing file size. 

Table 3.4: Encryption (ms) based on file size 

File size ECC ECDSA Identity based Cryptosystem 

750 126 55 29 

2000 315 239 239 

4000 406 343 315 

6000 577 451 418 

8000 741 566 548 

10000 861 796 760 
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Figure 3.4: Encryption (ms) based on file size 

Similarly, the Table 3.5 and Figure 3.5 shows the results between the file size and 

decryption time. The results of simulation shows that the improved ECC based 

serverless security has reduced decryption time than ECC and ECDSA algorithms with 

respect to the increasing file size. It is to be noted that there is a marginal difference 

between the encryption and decryption time during encrypting and decrypting the 

authenticated information. 

Table 3.5: Decryption (ms) based on file size 

File size ECC ECDSA Identity based Cryptosystem 

750 127.2 56.1 30.1 

2000 316.3 240.5 240.5 

4000 407.5 344.8 316.7 

6000 578.8 452.3 419.3 

8000 742.3 567.6 549.6 

10000 862.7 797.7 761.7 
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Figure 3.5: Decryption (ms) based on file size 

Table 3.6 and Figure 3.6 shows the results between the file size and throughput. The 

results of simulation shows that the improved ECC based serverless security has 

increased throughput than ECC and ECDSA algorithms with respect to the increasing 

file size. 

Table 3.6: Throughput (kbps) 

File size ECC ECDSA Identity based Cryptosystem 

750 0.1260 0.8820 1.3860 

2000 0.9320 1.5750 1.8900 

4000 1.6670 2.1420 2.3940 

6000 2.1960 2.5200 2.7720 

8000 2.8210 2.8980 3.0530 

10000 3.1410 3.1500 3.4600 
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Figure 3.6: Throughput (kbps) 

Table 3.7 and Figure 3.7 shows the results between the file size and power consumption. 

The results of simulation shows that the improved ECC based serverless security has 

reduced power consumption than ECC and ECDSA algorithms with respect to the 

increasing file size. The results of entire simulation shows that the proposed method 

obtains improved security of data in FaaS serverless model than the other methods. 

Table 3.7: Power Consumption (mJ) 

File size ECC ECDSA Identity based Cryptosystem 

750 143 84 35 

2000 199 140 103 

4000 275 200 173 

6000 328 247 243 

8000 414 322 294 

10000 437 370 356 
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Figure 3.7: Power Consumption (mJ) 

CONCLUSION:  

In this chapter, ECC based user authentication is proposed in terms of user identity and 

FaaS model. The system avoids the anonymous users attacking the functions of FaaS 

from different users. The ECC based cryptosystems exploit the identity based 

cryptosystem in the FaaS serverless model, which improves the authentication thereby 

increasing the data privacy. The simulation results confirms the improved performance 

of the model than to the conventional models. The simulation results show that the 

proposed method obtains improved security of data in FaaS serverless model than the 

other methods. 
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CHAPTER 4 

 

ATTRIBUTE BASED ENCRYPTION IN SERVERLESS 

COMPUTING 

4.1. INTRODUCTION 

Serverless computing is considered as a partial realization of an event-driven solutions, 

where the applications are defined based on its events and actions. Serverless 

computing is also a reminiscent of a database and general computing systems, where 

the actions are reactively processed in event streams [123]. The function of platforms 

in serverless computing embraces fully the ideas, which helps in proper outlining of 

action using function abstractions and thereby establishing event processing logic 

[124]. 

Serverless computing proves to be a better option for IoT applications, where it gets 

intersects with the fog or edge infrastructure. There exist several efforts to integrate the 

serverless computing into a datacenter hierarchy, to facilitate the anticipated IoT 

devices growth [125]. The AWS on this field allows the application developers to fix 

limited Lambda functions in edge nodes [126]. Further, AWS pursued serverless 

computing expansions [127] that improves the functionality of programming in single 

IoT model. Application developers helps in decomposing a large applications into small 

functions without the help of server computing that makes it possible for applications 

components to scale individually, but this poses a new problem in consistent 

management of a wide range of functions. Step functions have recently been introduced 

by AWS [128], making it easier to organize and view the function interacts. 
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Figure 4.1: Architecture of Serverless Computing 

Strong function isolation is essential as many users’ functions operates on a shared 

platform. In addition, serverless system security is also an open investigation issues like 

Optimization [129], Reliability [130], Security [131][133], Storage [132], security over 

the Network [134]. It is a harmful proposition to host arbitrary user code in multitenant 

systems in containers, and attention should be taken to prevent vulnerabilities when 

constructing and operating function containers.  

The security containers and Remote Procedure Calls (RPC) intersection is a real testing 

model for container security. While serverless platforms are capable of fitting the 

function containers and arbitrarily restricting the permissions of function, and the 

further study is used for evaluating the attack within the environment with functional 

execution [135]. 

As hackers exist or the sensitive data or resource is used illegally, the security problems 

on sensitive user data are increasing all the time. There exist four different safety 

requirements that should be addressed before any data is stored in serverless computing. 
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i. The serverless dispatcher as in Figure 4.1 should, first provide the user 

sensitive data with confidentiality of the information. 

ii. Secondly, confidential data are at risk, as the user is permitted to access the 

data only for data access. The user identities must therefore also be carefully 

handled. 

iii. Thirdly, there exist multiple intruders and malicious users, where the 

dispatcher provides an optimal resistance to ensure the security of 

information. 

iv. Fourthly, before the time of expiration, data is not allowed to access, where 

it is removed. As hackers can request data access at any time, where the 

authorized users use an alternative to provide proper access to the data 

within specific intervals of time and the data is removed from the cloud 

server after a predefined time. Thus, an unauthorized access to the sensitive 

information of the user can be less possible. 

Encryption is considered to be popular to improve the security issues. Index terms are 

used for the data search process in searchable encryption. In this case, the entity 

carrying out the retrieval operation cannot read the responses. There exist several 

encryption systems available [65],[113], where it suffers mostly from complex 

cryptographic operations [122]. 

4.2. PROPOSED ATTRIBUTE BASED ENCRYPTION MODEL  

In this section, an access control system using attributed based encryption on serverless 

computing model is proposed. Initially, the data is encrypted using user attributes, 

further the data is split into cipher text. It is finally decrypted using a decryption 

algorithm and then the cipher text is distributed in the network and the encapsulated 

texts is stored in the serverless system. The data is shared in serverless computing model 

using searchable encryption process. The data is not allowed to get accessed before the 

predefined time and it gets expired before the time of expiration. Hence, the 

unauthorized users are not allowed to access the content in serverless model. 

The proposed system uses six different entities for accessing the data in secured manner 

that includes service provider, owner, user, attacker, third party and server. The service 

provider offers storage and retrieval of data to its users.  



72 

 

The data is stored in serverless system in an encrypted form, where the encrypted data 

is then decrypted and the authorized users are allowed to access the original data with 

the decryption keys and necessary attributes. Attackers are the entities, who tries to 

access the server without being authorized. They attempt to access the data both before 

and after the release or expiration time, respectively. 

The serverless model protects the data from malicious users, where the third party is 

allowed to maintain the attributes. The third party is used to generate the parameters of 

the system including public parameters, secret and decryption key. The time server 

without interactions records the reference time. It records a precise release time when 

the key updates, which are time limited. Key shares are managed and it is then stored 

using the network nodes. The attackers finally attempts to get the protected key shares. 

4.2.1. SECURITY REQUIREMENTS 

The security requirements used in the proposed study is elaborated. 

Data Confidentiality:  

Sensitive data is protected from malicious user, who has no access to such data. Access 

rights involve adequate credentials, where an authorized user satisfies before accessing 

the data. 

Collision Resistance:  

Resistance to collisions means that many users are unable to decrypt the encrypted data, 

where they collaborate and combine the individual key for encryption. 

Attack Resistance:  

Many attacks are protected against the proposed scheme like Cyber or brute-force. A 

malicious user in brute-force uses possible key and decrypt the encrypted data and it 

uses several identities in Cyber attack and then decrypts the encrypted data. 

Non-accessibility of sensitive data before release time:  

During its authorization period, the sensitive data are accessible before the required 

time to release and user are not allowed to access the data.  

Delete data after expiration time:  

The sensitive data are auto-destructed after the time of expiration. 
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4.2.2. SECURITY ASSUMPTION - BILINEAR MAP 

Let G0 and G1 is considered as the multiplicative cyclic bilinear groups of prime order 

p.  Let g be a generator of G0. A bilinear map is a map e : G0G0→G1 with following 

properties:  

1. Bilinearity: for all gG0 and a,bZp, we have e(ga, gb) = e(g,g)ab.  

2. Non-degeneracy: e(g,g)  1.  

3. Computability: There is an efficient algorithm to compute e(u,v) for u,vG0. 

ConsiderG1, G2 and GT forms a bilinear groups with g and h being the generator of G1 

and G2. 

Define gi = gi for a unknown Zp
* and set y = (g1,g2,…,gn) and the algorithm B tends 

to solve the BDHE problem if the input is g,h,y with an advantage .  

[Pr[B(e(gn+1,h))=1]-Pr[B(Z)=1]]     (4.1) 

Where  

Z is regarded as the random element of GT and the decision of BDHE assumption holds 

if the value of  is considered negligible for a polynomial algorithm. 

4.3. PROPOSED ENCRYPTION TECHNIQUE 

In this section, a secure model is designed using an access control model in serverless 

computing environment. This method uses an attribute based encryption to provide data 

security in serverless computing model. 

System Setup:  

The input is a security parameter (κ), which has three groups G, G1 and G2 with prime 

order Q, generator g of G, and generator g1 of G1. The security technique uses two 

exponents α and β∈ ZQ in random fashion with three hash functions H:  

H:{0,1}* → G, 

H1:{0,1}* → G1 and 

H2:G2→{0,1}n; 
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There are three outputs that includes public PK, master MK keys and its respective 

system parameters. Here, the public key is made to be accessed by the users in the 

network and the master key is made secret only to specific entities, where the notations 

are represented below: 

MK=(β,gα,xZQ)    (4.2) 

PK= (G,g,(g1, y= xg) ∈G1,h=gβ; ω=e(g,gα))   (4.3) 

Where,  

t is defined as the threshold value,  

n is defined as the key shares, 

b is defined as the total present and  

bt is defined as the total extraction times.  

Finally the system parameters is given as follows:  

Param = (κ,t,b,bt,n,G,G1,G2,H,H1,H2,Q,g,g1,e,y,α,β)  (4.4) 

Private Key Generation:  

The key generation (KeyGeni) outputs the key SK from a user ui using a trusted authority 

with an identity IDi. The ZQ randomly chooses the random variable r and then the rj∈ZQ 

choses the attribute λj∈⋀i. The private key is generated as: 

( ) ( ) ' '', : , ,
j j

r
r rr

K i i j j j j jS D g D g H D g D H




   

+ 
= =   =  = = 
 
 

 (4.5) 

Anonymous Key Generation:  

The trusted authority (TA) generates the anonymouskeyAo = H(IDo)
β for the serverless 

model. 

Pseudonym Generation:  

The data pseudonym is generated by choosing t1in random manner using ZQ and it is 

represented as Po=H(IDo)
t1, where session key agrees Ao and Powith the user for 

attribute scrambling. 
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Data Encryption:  

The data Mis encrypted by proper execution of encrypt algorithm with access tree (T) 

and outputs CT
′′. The polynomial qx is thus selected for each access tree node and then 

degree (dx) is set for qx lesser than threshold value of the node.  

Hence dx = kx-1 and then random value s is selected for a root node R from ZQ and then 

qR(0)=s is set. dR is selected randomly using the polynomial points qR and then qx(0) = 

qparent(x)(index(x)) is set for other tree node and chooses dx for other tree points qx.  

The cipher text is thus generated with Yas leaf nodes set in the tree T: 

CT′′ = (T,Ce = Mωs,C=hs,C′′=Po,∀y∈Y:{Cy=gqy(0),C′
y=H(attry)qy(0)})           (4.6) 

Attribute Scrambling:  

Attribute scrambling obfuscates the attributes, where the ciphertext exposes the 

attribute set. The attribute scrambling conceals the entire attribute set in a tree T and 

gets access to another tree T′. With the attribute set in the treeS = {λi, …, λk}, the attribute 

scrambling tree is computed as, 
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The scmattrx at the leaf node is generated by the SITo, S instead of λx With respect toattrx. 

Replacement of T with T′ in CT′′, the new CT′ is thus generated as: 

                      CT
′ = (T′,Ce,C,C′′, ∀y∈Y:(Cy,Cy

′).                                   (4.7) 

Data re‐encryption: 

Data re-encryption is used to improve the security that considers CT′, K and params as 

its inputs, and the ciphertext CT is the final output. 

Self‐destruction generation:  

The SDO algorithm encapsulates the data and then it gets self‐destructed using SDG = 

(L,CD,param), and it is stored on the server. 
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Decapsulation:  

During authorization, a decapsulation algorithm is used for decapsulation and finally L 

and CD are obtained. The Lvalue is regarded as seed for PRNG to acquire more indices 

than t-1 for retrieving the CTSi from hash table. Finally, the user estimates CTS and 

Lagrange polynomial makes the user to obtain polynomials (bt+1) for constructing the 

CTE and CTK and finally user tends to recover the value of CT.  

Data Decryption:  

If the user acquires the data requested in the encrypted form, decryption is used to 

retrieve the original data using recursive algorithm Decrypt(CT,SK,x) based on three 

inputs CT, SK and x node from T. 

4.4. SECURITY ANALYSIS 

This section analysis the security of the proposed scheme and it shows how the 

proposed scheme meets the security definitions.   

The proposed scheme is selective security if all polynomial time adversaries have at 

most a negligible advantage. 

Initialization Phase:  

The adversary A tends to submit the challenged access structure A to the challenger C.  

Setup Phase: 

The challenger C runs the setup algorithm and sends the public parameters PP to the 

adversary A and keeps the master key MSK to itself.  

Encryption Phase: 

The adversary A adaptively issues repeated secret keys corresponding to attribute sets, 

where none of these attribute sets satisfy the access structure A  

Challenge Phase: 

The adversary A submits two equal-length messages M0 and M1 to C. The challenger 

C randomly selects a bit b {0,1} and encrypts the message Mb for the access structure 

A . The challenger C sends the ciphertext CT to the adversary A.  
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Re-encryption Phase: 

 
Encryption is repeated. The adversary A outputs a guess b0 of b. If b0 = b, the adversary 

 

A wins this game. 

 
4.5.     RESULT ANALYSIS 

 

 

The Pairing‐Based (PBC) library is used as for estimating the computational overhead 

of the proposed method. The experiments are conducted on a desktop computer with 

Intel corei7 3.4 GHz processor having 500GB storage capacity on an 8GB RAM. The 

computations are carried out for several iterations and the average values are reported. 

The experiments are conducted with different file sizes that ranging between 20 – 240 

kilobytes. 

 

The computational overhead is estimated in terms of data encryption overhead, 

extraction of ciphertext, decryption key overhead, shares generation overhead for the 

ciphertext and ciphertext shares distribution overhead. The computational overhead for 

different file size is given in Figure 4.2. 

 

Table 4.1: Computational overhead for different file size 

 
 

File Size (kB) 
 

TopK 
 

SEED 
 

Attribute Based Encryption 

 

1 
 

120 
 

99 
 

90 

 

2000 
 

155 
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125 

 

4000 
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160 
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10000 
 

295 
 

259 
 

250 
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Figure 4.2: Computational overhead for different file size 

It is seen that the overhead of the existing methods are higher than the proposed method 

in all these operations. The increase in overhead in the existing methods is due to the 

association of cipher text prior the extraction of cipher text parts. On other hand, non-

association with cipher text at the time of its extraction leads to lower computational 

overhead. The overhead in all the methods including the proposed method seems linear 

with respect to increasing execution time and file size.  

Table 4.2: Encryption time with different attribute size 

File Size (kB) TopK SEED Attribute Based Encryption  

1 122 50 42 

10 277 200 187 

20 389 270 244 

30 494 400 365 

40 603 500 463 

50 800 620 593 
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Figure 4.3: Encryption time with different attribute size 

The results of encryption time is given in Figure 4.3 and Table 4.2, the results of 

decryption time is given in Figure 4.4 and Table 4.3 With respect to varying user 

attributes. The comparison is made between the proposed and the existing methods and 

the evaluation is made in milliseconds. The varying user attributes between 1 and 50 

shows that the results are linear with increasing user attributes. The simulation result 

shows that the time for encryption in the proposed method is lesser than the existing 

methods. Similarly, the time for decryption in the proposed method is lesser than the 

existing methods. 

Table 4.3: Decryption time with different attribute size 

File Size (kB) TopK SEED Attribute Based Encryption  

1 100 44 23 

10 250 190 190 

20 322 272 250 

30 458 358 332 

40 588 449 435 

50 683 632 603 
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Figure 4.4: Decryption time with different attribute size 

The results of encryption time is given in Figure 4.5 or Table 4.4 and the results of 

decryption time is given in Figure 4.6 With respect tovarying file sizes. The comparison 

is made between the proposed and the existing methods and the evaluation is made in 

milliseconds.  

Table 4.4: Encryption time with different file size 

File Size (kB) TopK SEED Attribute Based Encryption  

1 1100 700 100 

100 1500 1250 740 

200 1900 1700 1323 

300 2200 2000 1743 

400 2423 2300 2239 

500 2746 2500 2493 
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Figure 4.5: Encryption time with different file size 

Table 4.5: Decryption time with different file size 

File Size (kB) TopK SEED Attribute Based Encryption  

1 1023 600 250 

100 1423 1002 734 

200 1966 1432 1233 

300 2342 1765 1734 

400 2954 2303 2102 

500 3124 2643 2543 
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Figure 4.6: Decryption time with different file size 

The varying file size between 1 and 500 MB shows that the results are linear and then 

it begins to record a constant growth with increasing file size. This condition is the same 

for both encryption and decryption time, since the proposed method uses public key 

cryptography. The simulation result shows that the time for encryption in the proposed 

method is lesser than the existing methods for varying file size. Similarly, the time for 

decryption in the proposed method is lesser than the existing methods for varying file 

size. 

4.6 CONCLUSION: 

In this chapter, a state-of-art serverless scheme is introduced in this chapter using an 

effective security mechanism that secures the data in serverless computing 

environment. The secured data in serverless environment improves the knowledge and 

resource sharing and protects the data against many attacks. The attributes of the user 

deployed in this scheme improves the serverless security and improves the performance 

against PBC library. The simulation result shows that the proposed method is effective 

for providing security against the resource or data before it gets accessed by the third 

party. 
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CHAPTER 5 

 

FILTER BASED APPROACH FOR CLOUD 

SERVERLESS ENVIRONMENT 

 

5.1. INTRODUCTION 

When VM’s are randomly deployed on the network, serverless computing, node 

authentication and message reliability are the main problems [136]. These issues lead 

to poor network performance and therefore serverless computers do not operate on a 

regular basis [137]. 

Attackers try attacking the intermediate VM on the serverless computer during the 

server maintenance phase. Thus, data transmission may not be possible due to the 

involvement of the attackers. Additionally, the extraction and tunneling of data from 

VMs involves other VMs. It modifies the message or data content of attackers during 

the data transmission phase. Finally, the original data is manipulated by users and 

attackers of third parties [138]. 

Several algorithms like Harris Corner Optimization based image retrieval [139], 

Trustworthy agent-based encrypted access control method [140], hybrid encryption 

algorithm [141], ID-based authentication [142], Homomorphic encryption [143], 

Public-Key Encryption [144], attribute-based encryption scheme with policy update 

and file update algorithms [145] are being used to resolve these problems and mitigate 

the intrusion of attackers. This secure protocol makes serverless computing reliable for 

transmitting and receiving high-level authenticity messages. 

There are various ways to reduce active and passive serverless attacks [146]. Several 

solutions, like detection systems or protocols and prevention methodologies, are also 

used for preventing attackers from behaving in a malicious manner. These protocols 

focus mainly on the arrival rate and data delivery ratio of data transmission.  
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Furthermore, the anonymous protocol identifies the misrepresentation in the process of 

route discovery and services between VM’s in serverless computing, namely 

anonymous routing request as well as non-request protocol [147]. However, the 

performance of the serverless computer degrades at the time of regular maintenance, 

making it difficult to identify the attackers involved in the transmission of data. This 

causes duplicate VM data to be transmitted in the serverless computer to the respective 

destination VM. 

Therefore, the idea of encryption is used to distribute secret or key information and 

generate or decrypt signatures among different parties, in a single way in order to 

prevent misuse or failure. Signature encryption is a helpful way to decentralize the 

power to send a message on the serverless computer [148]. The Signature Protocol 

scheme allows a subset of players to create the signature. If less players participate in a 

protocol, the valid signature will not be generated [149]. 

The public key cryptosystem idea uses the public key from the VM identity, for 

example. IP or e-mail address. A third-party or a trusted private key generator generates 

the public key and passes the key on to an adequate user via a secured communications 

channel. The main downside is that no single string recognizes users based on the 

attributes for each other [150]. 

A Fuzzy based encryption [142] is applied to improve the process of a unique string for 

each user, which describes the identity of the user. This prevents the idea of a single 

string. For the privately-held user, a cypher text can be decrypted which can be 

encrypted through the attributes set if the attributes overlap. Biometric identification is 

the most common application used for users with multiple attributes, using their 

biometric identifiers. The information is biometrically encrypted which is called 

attribute-based encryption. 

The intrusion is avoided in existing techniques by discarding VM’s, which are 

malicious in the serverless computer. The malicious VM’s creates an intolerable link in 

serverless computer, which results in huge data loss leading to server free computer 

congestions in a wider range. The reliability of the connection is therefore considered 

an important factor during system design. 
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5.2. PROPOSED ENCRYPTED FUZZY BASED FILTER 

The research proposed includes the use of a fuzzy based signature authentication system 

using fuzzy concepts to enhance authentication of data in VMs. The attacker is 

eliminated and all the vulnerabilities resulting from malware are removed. This is 

generally eliminated by evaluating the reliability of the link before route maintenance, 

which guarantees better data supply and thus starts data transmission. The serverless 

computing connection reliability helps to improve the serverless computing 

performance. After the data transmission, residual energy is used to assess the 

efficiency of the fuzzy authentication scheme. With the help of fuzzy-based process, 

the serverless computing cost of the proposed system is reduced and data integrity is 

maintained by enhanced signature verification. 

The method is implemented in a non-centralized server-free environment in which VMs 

without an administrator are not physically connected. The routes are calculated using 

serverless computing on the basis of the source VM (S) request to transport the data to 

the destination VM (D). The calculated neighbour VMs are used to transmit the 

information from source to destination VM. The query list of the route requests is used 

to transmit the data to the destination VM. The serverless computing topology is based 

on VM stability, stabilization of links, residual energy and signature checks.  

 

5.2.1.  LINK RELIABILITY ESTIMATION 

The connection quality is used to assess the connection reliability and is defined as the 

signal-to-noise relationship of the connection. When the Signal to Noise Rate is high, 

the Bit Error Rate (BER) value is low, where SNR is inversely a promotional BER. The 

lower mobility rate improves the connection reliability in the serverless computer. The 

next VMs can be found in the following relationship, 

( )1in in avg stSNR SNR SNR L =  + − +     (5.1)  

Where, 

SNRin is the current SNR value,  

SNRavg is the average SNR value over a period of time t. 

  - constant that lies in the range [0,1]. 
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 From the above discussion, the value of the current SNR is also found to be more. Also, 

when the threshold value for SNR is reduced compared to current SNR, the quality of 

the connection is assigned with value one and vice versa. 

5.2.2. VM RELIABILITY ESTIMATION 

The reliability of VM in the serverless computing is obtained using stability of VM and 

expiration time of the link. The reliability of VM depends on the stability of each VMs 

in serverless computing, ( )sN   with an expiration of link or connection ( )LET  .  

Thus, the factor for reliability estimation for a VM, ( )rfN   is estimated as follows:  

( ) ( ) ( )( ),rf s LEN f N T  =      (5.2) 

If stability > 0 then the VM reliability is estimated which reduce the routes failure in 

serverless computing using VMs with an adjustment topology. 

5.2.3. RESIDUAL ENERGY FACTOR ESTIMATION 

The main factor in determining the efficiency of server free computing is energy 

consumption for each process. Using energy management systems that increase 

residual VM energy, overuse is avoided. Hence, the residual energy factor of the VM 

( )etR   is estimated as, 

( )
( ) ( )

( )
rm pl

et

T

E E
R

E

 




−
=       (5.3) 

Where, 

( )rmE   is the average energy spent in each  VMs over a time period ( ).  

( )plE   is the energy loss in each VMs during a time period ( ), and  

( )TE   is the energy distribution over VMs over a time period, . 

 

 

 



87 

 

5.3. FIS IMPLEMENTATION 

The proposed FIS uses a sugeno type-2 model for the detection of malicious actions in 

VMs in serverless computing, which is illustrated in Figure 5.1.  

 

Figure 5.1. Proposed Fuzzy Architecture 

5.3.1. FUZZIFICATION 

As discussed above, the fuzzy input system is loaded with three input factors. The 

number of reliable links is defined by low factor, medium factor reliability of VM and 

high factor input in residual energy as shown in Figure 5.2. 

 

Figure 5.2. Fuzzy membership function for the proposed system 

With references to the outputs, the output variable in regards with the fuzzy logic 

system is estimated and that ranges between extremely low, low, medium, high and 

extremely high as shown in Figure 5.3. 
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Figure 5.3. Cost value of Fuzzy membership functions 

The FIS is deployed with IF-THEN rules to achieve the required output from the 

respective input. Reduced costs can be achieved through maximum connection, VM 

reliability and maximum residual energy, which are the favourable inputs of the fuzzy 

system. The rule of the system proposed is based on the following rule:  

If Rl (medium) AND Rn (low) AND low Er, then the output is considered to be very 

low. 

Defuzzification: The obtained value from FIS helps the Defuzzification process to find 

the trust level of each messages transmitted to VMs, which is based on the input 

variables (Rn, Rl, Er). 

5.3.2. FUZZY ANALYZER 

Furthermore, the trust mechanism represents the reliability of the VM, where the 

positive and negative experience is the inclination and decline of the levels of trust. The 

flippant logic helps effectively deal with inaccuracy and uncertainty. The confidence-

based fuzzy logic calculates the confidence value of the VM. The trust values are based 

on Rn, Rl, Er and used as a foggy input, which predicts that the VM will be malicious or 

not. The certificate authority requesting the VMs to exchange data using certificates. 

Here, a furious logic confidence-based algorithm is used by verification of certificates 

to perform the task of data exchange. The fuzzy-based analyzer is designed with trust 

based value which exchanges data using a critical threshold value based on marking the 

VMs as malicious or non-malicious. When the threshold value is lesser than the critical 

threshold, the VM is isolated and vice versa. Table 5.1 shows the confidence values of 

the VMs with fuzzy logic. 
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Table 5.1 Fuzzy Discrimination 

Level Fuzzy levels Semantics Trust Values 

5 Very high Highly not infected 0.8 to 1 

4 High Likely not infected 0.6 to 0.8 

3 Medium Partially not infected 0.4 to 0.6 

2 Low Likely infected 0.2 to 0.4 

1 Very low Highly likely infected 0 to 0.2 

 

5.3.3. IMPLEMENTATION METHOD 

The proposed method is used to identify internal attacks such as attacks flooding, DoS 

attack, congestion, resource expenditure and bandwidth exhaust. The proposed fuzzy 

monitoring in serverless computing uses several parameters that includes sequence 

number of route request rate, charging pattern for Fractional Flow Reserve (FFR) attack 

detection and recognition time. 

The core architecture of the method proposed has four steps: 

• Collection of log file from each VMs 

• Analysis 

• Evaluation 

• Response  

The computer decision without the server is based exclusively on the Hacking level, 

which is estimated by combining the total number of time and RREQ. The global 

response and local reaction module are responsible for local and global reactions, and 

the reaction is sent to every neighboring VM in the global response. 
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Figure 5.4. Proposed encrypted fuzzy based filter 

The rules for fuzzy interference system is categorized based on trust values, which is 

given as follows: 

1. If trust value is 5, then the data entered in VM is non-malicious (it is highly not 

infected) 

2. If trust value is 4, then the data entered in VM is non-malicious (it is likely not 

infected) 

3. If trust value is 3, then the data entered in VM is non-malicious (it is partially 

not infected) 

4. If trust value is 2, then the data entered in VM is Malicious (it is likely infected) 

5. If trust value is 1, then the data entered in VM is Malicious (it is highly infected) 

The proposed method is then used to check the confidence value of the requested VM 

and the fuzzy table is then updated with the confidence value using the lookup function. 

The VM is regarded as malicious or not malicious depending on the results of the 

algorithm. Malicious VMs are removed in order to avoid breakdown of the link from 

serverless systems or isolated from the serverless computer. 

5.4. SIGNATURE VERIFICATION SCHEME 

The proposed protocol uses the concept of a Probably Secure Encryption Curve (PSEC) 

(Okamoto, T., et al. 2000) to improve the data integrity in serverless computing. This 

ensures better security for VMs in serverless computing with PSEC key encapsulation 

scheme. The first elements of PSEC are shown in Table 5.2: 
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Table 5.2. Notations 

Primitives Description 

KDF Key derivation Hash function 

MAC Message authentication code 

AES Symmetric-key encryption 

DEC Decryption 

ENC Encryption 

 

5.4.1. Proposed Encryption Algorithm 

Input: Verification of domain parameter T = (E, FR, G, x, y, V, n, h) considering a plain 

message text (m) with a public key U. 

Output: Obtaining Cipher text (R, C, s, t). 

Selection of a variable y ∈ Y {0,1}l, where l is regarded as the length of bit n. 

Estimate the Function for Key Derivation  

(k, k1, k2) ← KDF(y)      (5.4) 

where k = 128 + l, which is a bit length 

Estimate k = k mod n. 

Estimate Y = kV and Z = kE. 

Find s = y ⊕ KDF(Y, Z) 

Find C = ENCk1(m) and t = MACk2(C) 

Return (Y, C, s, t) 
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5.4.2. Proposed Decryption Algorithm 

Input: Verification of domain parameter D = (e, FR, G, x, y, V, n, h) considering a 

private key d with a cipher text (Y, C, s, t). 

Output: Plaintext m tends to accept the cipher text. 

Estimate Z = dY. 

Estimate y = s⊕KDF(Y, Z). 

(k, k1, k2) ← KDF(y) with k bit length = l +128              (5.5) 

Estimate k = k mod n. 

Estimate R1 = kV. 

If Y1 = Y then the cipher text is discarded 

Estimate t = MACk2(C) 

If t = 1 then the cipher text is discarded. 

Decrypt the message using m = DECk1(C) 

Return(m) 

Source  

ID 

Destination  

ID 

Link and VM 

reliability 

Hop  

 

 

 

 Table 5.3 shows the data format for transmitting the data, where the source VM and 

classification VM contained 2 bytes. The hop count filed is 1 byte and determines the 

total VM(s) associated with a particular VM in the cluster. The four bytes of connection 

and vector retirement shows the decrease in VM and the reliability of the vector 

threshold value. During road maintenance, the residual energy determines the power 

left in the VM. The last field is filled with 2 bytes of Cyclic Redundancy Check (CRC) 

used to correct and detect errors. 

2 2 4 1 2 4

Table 5.3. Data format

Residual energy 
Coun

CRC 
t 



93 

 

5.5.      RESULT ANALYSIS 
 

 

The proposed method is carried out with the NS-2 simulator and the protocol is tested 

and evaluated. The whole mobile VMs with 50 ad hoc VMs move randomly at low 

speed in 1200 m2 for 75 seconds in the proposed simulation. In a serverless computing, 

the transmission range of VMs is considered to be 250 m and the simulation traffic is 

constant bit rate (CBR). Table 5.4 shows the complete simulation settings. 

 

Table 5.4 Simulation settings and parameters 

 
 

Parameters 
 

Value 

 

Area Size 
 

1200  1200 

 

Transmission Range 
 

250m 

 

Total number of VMs 
 

50 

 

MAC layer 
 

802.11 

 

Operating Frequency 
 

2.4GHz 

 

Total Simulation Time 
 

75  sec 

 

Maximum connection 
 

10 

 

Type of attack 
 

DDoS 

 

Data Size 
 

512 bytes 

 

Propagation mode 
 

Free space 

 

Mobility Model 
 

Random Way Point 

 

Traffic Source 
 

CBR (UDP) 

 

Simulation time 
 

75s 

 

Movement speed 

 

 

 

 

 

 

 

 

1 ms-1 
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The proposed metric is evaluated using following metrics, which is shown below: 

End to end Delay:  

The end-to-end delay is defined as the delay in transmitting data from source to 

destination VM. 

Control Overhead:  

The control overhead is defined as the ratio between the total number of data received 

and the total number of data sent. 

Data Reliability:  

Data reliability is defined as the ratio of the total number of original data received to 

the total number of original data transmitted. 

VM Reliability:  

The reliability of VM is defined as genuine VM which cannot be negotiated with a 

faulty VM. 

Data Integrity:  

Data integrity is defined as modified data contents through hacked VMs. 

Residual energy: 

Residual energy is defined as the total energy consumed after data is received. 

The results are evaluated in an attacking environment against all the parameters 

between the proposed fuzzy-based method and conventional methods like 

Deduplication [132], Compressed-Encryption [151] and ADS-B security [152].  
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Table 5.5. Data reliability of the data transmitted 

Data 

packets Deduplication 

Compressed-

Encryption 

ADS-B 

security  

Fuzzy 

Encryption 

200000 115646 192345 201545 215454 

400000 148255 265845 324522 394255 

600000 395421 445823 512426 625848 

800000 521542 652214 652214 745856 

1000000 594545 785265 825485 965866 

 

 

Figure 5.5. Data reliability of the data transmitted 

In Table 5.5 and Figure 5.5, the reliability of the method data is shown to vary from 0 

to 100 and the proposed method is shown to be more data reliable than other 

conventional protocols. This is because the proposed method is present, whereby each 

VM is evaluated at all times compared to other algorithms. 
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Table 5.6. Control overhead of the VMs in the serverless computing 

Data 

packets Deduplication 

Compressed-

Encryption 

ADS-B 

security  

Fuzzy 

Encryption 

200000 6500000 5600000 4750000 3458454 

400000 5400000 5200000 4455000 3345484 

600000 3600000 3200000 2895656 2487875 

800000 2400000 2200000 1758484 1144555 

1000000 2600000 1600000 1258899 754644 

 

 

Figure 5.6. Control overhead of the VMs in the serverless computing 

Table 5.6 and Figure 5.6 shows the overall comparison of the control overhead because 

of the serverless multiple dispatch of control messages and compared with VM 

mobility. It is apparent from the results that the proposed method achieves low overhead 

control because the control messages sent by VM are small, and the overhead decreases 

when mobility is slow. This does not apply to other conventional arrangements. 
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Table 5.7. End to End delay of the VMs in the serverless computing 

Data 

packets Deduplication 

Compressed-

Encryption 

ADS-B 

security  

Fuzzy 

Encryption 

200000 1654548 2011452 2954656 3625242 

400000 2105545 2548478 3645485 4500002 

600000 3484625 4025235 4854652 5244252 

800000 3654852 4000000 5245835 6254823 

1000000 3955463 4525222 6258465 7154228 

 

 

Figure 5.7. End to End delay of the VMs in the serverless computing 

The results of the average final delay between the proposed model and other 

conventional models against VM mobility are shown in Table 5.7 and Figure 5.7. The 

results show that the method proposed is less late than conventional. The high results 

are due to lower overhead control, greater VM reliability and reliability. The results are 

very efficient. 
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Table 5.8: Residual energy of the VMs in the serverless computing 

Data 

packets Deduplication 

Compressed-

Encryption 

ADS-B 

security  

Fuzzy 

Encryption 

100000 935254 942544 952658 976526 

200000 895325 906542 934548 952458 

300000 795822 824548 812448 893454 

400000 685423 768542 778454 824545 

500000 452151 558787 685547 801645 

 

7  

Figure 5.8. Residual energy of the VMs in the serverless computing  

The residual energy comparison of the proposed and current methods, which varies 

from 10 to 50ms, is presented in Table 5.8 and Figure 5.8. The result is that the system 

proposed achieves greater residual energy than the methods already in use. This is 

because of the lower calculations and the reduced serverless computing control 

overhead than conventional techniques. 
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Table 5.9: VM reliability 

Data 

packets Deduplication 

Compressed-

Encryption 

ADS-B 

security  

Fuzzy 

Encryption 

200000 128554 146585 162548 201255 

400000 215222 302122 325245 335245 

600000 384542 495852 514554 596856 

800000 495245 625353 694522 742536 

1000000 526586 735954 824548 924877 

 

 

Figure 5.9. VM reliability 

 

 

0

100000

200000

300000

400000

500000

600000

700000

800000

900000

1000000

200000 400000 600000 800000 1000000

N
o

d
e 

R
el

ia
b

il
it

y
 (

n
o

d
es

/s
ec

)

Number of packets

Deduplication

Compressed-Encryption

ADS-B security

Fuzzy Encryption

The reliability of VMs With respect to the number of VM in serverless computing is 

shown in Table 5.9 and Figure 5.9, the results show that the proposed method has a 

higher reliability than conventional methods.  



100 

 

Table 5.10: Data Integrity 

Data 

packets Deduplication 

Compressed-

Encryption 

ADS-B 

security  

Fuzzy 

Encryption 

100000 521452 565484 592454 925482 

200000 1024522 1358550 1785482 1925834 

300000 1852248 2235325 2485268 2745623 

400000 2485246 3584552 3625522 3824586 

500000 2865853 3754842 3968452 4623258 

 

 

Figure 5.10. Data Integrity 

Table 5.10 and Figure 5.10 shows the integrity of the data when the data is transferred 

between the VMs. The results show that the proposed method achieve high data 

integrity using the proposed method in terms of encryption and decryption compared 

to the other methods. 
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This chapter focus mainly on eliminating the attacks while transmitting and ensure 

better delivery of data to the destination VM. The proposed method is tested and proved 

to be efficient in terms of high data integrity, improved residual energy and VM 

reliability.  In addition, a fuzzy model reduces calculation costs and increases malicious 

VM detection in serverless computing. With these calculations, the VMs are verified 

and data are thus efficiently transmitted. 

This codes the authentication, integrity and confidentiality problems in serverless 

computing with user authentication of information in serverless computing with the 

encrypted Fuzzy Logic filter. The simulation is performed to verify the performance of 

the other safety models. The results show that the proposed fuzzy filter mechanism 

achieves better performance with higher overhead compared to existing methods. The 

result proves better in highspeed data transmission between VM and ensures better 

security and reliable transmission of data than the other methods. 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

CHAPTER -VI 

 

 PERFORMANCE ANALYSIS 

 

 

 

 

 



102 

 

CHAPTER 6 

 

PERFORMANCE ANALYSIS 

  

6.1.         INTRODUCTION 

This chapter conducts an experimental analysis between all the three proposed models 

say 1) Identity based cryptosystem 2) Attribute based encryption 3) Filter based 

security. The experimental analysis is conducted in terms of different security metrics 

that includes: encoded key size, signature time and key generation time in terms of its 

minimum, average and maximum time. Further, it is tested in terms of serverless 

network metrics that includes delay time, average throughput, average response time, 

error rate, load distribution and cost-efficiency. 

 

6.2. PERFORMANCE ANALYSIS OF IDENTITY BASED 

CRYPTOSYSTEM 

This section provides the experimental analysis on Identity based cryptosystem. The 

experimental analysis is conducted in terms of different security metrics that includes: 

encoded key size (Table 6.1), signature time (Table 6.2) and key generation time (Table 

6.3) in terms of its minimum, average and maximum time. Further, it is tested in terms 

of serverless network metrics that includes delay time (Table 6.4), average throughput 

(Table 6.4), average response time (Table 6.4), error rate (Table 6.4), load distribution 

(Table 6.5) and cost-efficiency (Table 6.5). 

Table 6.1: Encoded Key Size 

Key size (bits) Encoded Key size (bytes) 

128 112 

256 126 

320 142 

384 160 

512 180 

576 202 
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640 228 

704 256 

768 289 

832 325 

896 366 

960 412 

1024 425 
 

From the Table 6.1, it is seen that with increasing key size and with varying key size, 

the performance of model is not affected since, the encoded key size is lesser than the 

original key size in Identity based cryptosystem.   

Table 6.2: Signature Time 

Key size 

(bits) 

Signature Time 

(ms) 
128 0.121 

256 0.150 

320 0.186 

384 0.231 

512 0.286 

576 0.355 

640 0.440 

704 0.545 

768 0.676 

832 0.839 

896 1.040 

960 1.290 

1024 1.317 
 

From the Table 6.2, it is seen that with increasing key size, the performance of model 

is not affected since the signature time is increasing at a marginal rate and not at linear 

rates in identity based cryptosystem.   
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Table 6.3: Key Generation Time (ms) 

Key size (bits) Minimum 

Time 

Average 

Time 

Maximum 

Time 
128 9638.51 9759.67 9882.83 

256 9913.87 10044.04 10149.18 

320 11145.47 11257.62 11349.74 

384 11282.65 11385.78 11486.91 

512 11586.04 11748.25 11859.40 

576 12766.58 12864.70 13001.88 

640 13147.07 13300.27 13392.39 

704 13510.54 13654.73 13780.89 

768 13486.51 13637.71 13832.96 

832 15294.86 15427.03 15523.15 

896 15519.15 15661.33 15793.50 

960 16214.05 16284.14 16460.37 

1024 17015.55 17124.95 17252.25 
 

From the Table 6.3, it is seen that with increasing key size, the performance of model 

is not affected since the key generation time in terms of minimum time, average time 

and maximum time is increasing at a marginal rate and not at linear rates in identity 

based cryptosystem. It is seen that that the average time is the iterations of all rounds 

between the minimum time and the maximum time.  

Table 6.4: Network Performance Metrics 

Metrics 
Key size (bits) 

128 (minimum) 1024 (maximum) 

Key size (bits) 120.25s 165.5s 

Delay Time 541 ms 592 ms 

Average Throughput 78.6 hits/second 79.2 hits/second 

Average Response time 54.3 ms 52.32 ms 

Error Rate 0.23 % 0.29 % 
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The Table 6.4 shows reduced error rate in least percentages, reduced delay in 

milliseconds and there is a marginal difference between the minimum bits and 

maximum bits. Also, the average throughput is not a variable one and it maintains at 

constant rate for the minimum and maximum bit. 

Table 6.5: Load vs. Cost 

Load (VMs) Cost (USD) 

5 2.51 

10 3.13 

15 3.91 

20 4.88 

25 6.09 

30 7.60 

35 9.48 

40 11.84 

45 14.77 

50 15.26 
 

The Table 6.5 shows cost of VMs for resource allocation and storage for allocating 

higher rate of data. It is seen that allocation of increasing VMs tends to increase the cost 

at marginal rate. 

6.3. PERFORMANCE ANALYSIS OF ATTRIBUTE BASED 

ENCRYPTION  

This section provides the experimental analysis on Attribute based encryption. The 

experimental analysis is conducted in terms of different security metrics that includes: 

encoded key size, signature time and key generation time in terms of its minimum, 

average and maximum time. Further, it is tested in terms of serverless network metrics 

that includes delay time, average throughput, average response time, error rate, load 

distribution and cost-efficiency. 
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Table 6.6: Encoded Key Size 

Key size (bits) Encoded Key size (bytes) 

128 111 

256 125 

320 140 

384 158 

512 178 

576 200 

640 225 

704 254 

768 285 

832 321 

896 362 

960 407 

1024 420 
 

From the Table 6.6, it is seen that with increasing key size and with varying key size, 

the performance of model is not affected since, the encoded key size is lesser than the 

original key size in Attribute based cryptosystem.   

Table 6.7: Signature Time 

Key size (bits) Signature Time (ms) 

128 0.120 

256 0.148 

320 0.184 

384 0.228 

512 0.283 

576 0.351 

640 0.435 

704 0.539 

768 0.669 
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832 0.829 

896 1.028 

960 1.275 

1024 1.302 
 

From the Table 6.7, it is seen that with increasing key size, the performance of model 

is not affected since the signature time is increasing at a marginal rate and not at linear 

rates in attribute based encryption.   

Table 6.8: Key Generation Time (ms) 

Key size (bits) Minimum 

Time 

Average 

Time 

Maximum 

Time 
128 9528.93 9648.71 9770.47 

256 9801.16 9929.85 10033.79 

320 11018.75 11129.63 11220.70 

384 11154.37 11256.33 11356.32 

512 11454.32 11614.68 11724.56 

576 12621.43 12718.44 12854.06 

640 12997.60 13149.05 13240.13 

704 13356.94 13499.48 13624.21 

768 13333.18 13482.66 13675.69 

832 15120.97 15251.64 15346.67 

896 15342.71 15483.28 15613.94 

960 16029.71 16099.00 16273.23 

1024 16822.10 16930.25 17056.10 
 

From the Table 6.8, it is seen that with increasing key size, the performance of model 

is not affected since the key generation time in terms of minimum time, average time 

and maximum time is increasing at a marginal rate and not at linear rates in attribute 

based cryptosystem. It is seen that that the average time is the iterations of all rounds 

between the minimum time and the maximum time.  
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Table 6.9: Network Performance Metrics 

Metrics 
Key size (bits) 

128 (minimum) 1024 (maximum) 

Key size (bits) 119.15s 162.88s 

Delay Time 537 ms 589 ms 

Average Throughput 79.2Kbps 79.9Kbps 

Average Response time 53.6 ms 51.30 ms 

Error Rate 0.21 % 0.27 % 
 

The Table 6.9 shows reduced error rate in least percentages, reduced delay in 

milliseconds and there is a marginal difference between the minimum bits and 

maximum bits. Also, the average throughput is not a variable one and it maintains at 

constant rate for the minimum and maximum bit. 

Table 6.10: Load vs. Cost 

Load (VMs) Cost (USD) 

5 2.48 

10 3.10 

15 3.86 

20 4.82 

25 6.02 

30 7.51 

35 9.38 

40 11.70 

45 14.60 

50 15.09 
 

The Table 6.10 shows cost of VMs for resource allocation and storage for allocating 

higher rate of data. It is seen that allocation of increasing VMs tends to increase the cost 

at marginal rate. 
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6.4. PERFORMANCE ANALYSIS OF FUZZY FILTER BASED 

SECURITY 

This section provides the experimental analysis on fuzzy filter based security. The 

experimental analysis is conducted in terms of different security metrics that includes: 

encoded key size, signature time and key generation time in terms of its minimum, 

average and maximum time. It is also tested in terms of network metrics that includes 

delay time, average throughput, average response time, error rate, load distribution and 

cost-efficiency. 

Table 6.11: Encoded Key Size 

Key size (bits) Encoded Key size (bytes) 

128 110 

256 124 

320 139 

384 157 

512 176 

576 198 

640 223 

704 251 

768 283 

832 319 

896 359 

960 404 

1024 417 
 

From the Table 6.11, it is seen that with increasing key size and with varying key size, 

the performance of model is not affected since, the encoded key size is lesser than the 

original key size in fuzzy filter based security.   
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Table 6.12: Signature Time 

Key size (bits) Signature Time (ms) 

128 0.119 

256 0.147 

320 0.182 

384 0.226 

512 0.280 

576 0.348 

640 0.431 

704 0.535 

768 0.663 

832 0.822 

896 1.020 

960 1.264 

1024 1.291 

From the Table 6.12, it is seen that with increasing key size, the performance of model 

is not affected since the signature time is increasing at a marginal rate and not at linear 

rates in fuzzy filter based security.   

Table 6.13: Key Generation Time (ms) 

Key size (bits) Minimum 

Time 

Average 

Time 

Maximum 

Time 
128 9449.523 9568.305 9689.050 

256 9719.482 9847.098 9950.173 

320 10926.932 11036.878 11127.192 

384 11061.420 11162.532 11261.680 

512 11358.865 11517.895 11626.860 

576 12516.250 12612.453 12746.942 

640 12889.283 13039.478 13129.792 

704 13245.628 13386.988 13510.678 

768 13222.068 13370.300 13561.725 

832 14994.958 15124.538 15218.778 

896 15214.852 15354.248 15483.828 
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960 15896.128 15964.845 16137.618 

1024 16681.912 16789.167 16913.971 
 

From the Table 6.13, it is seen that with increasing key size, the performance of model 

is not affected since the key generation time in terms of minimum time, average time 

and maximum time is increasing at a marginal rate and not at linear rates in fuzzy filter 

based security. It is seen that that the average time is the iterations of all rounds between 

the minimum time and the maximum time.  

Table 6.14: Network Performance Metrics 

Metrics Key size (bits) 

128 (minimum) 1024 (maximum) 

Key size (bits) 119.15s 160.25s 

Delay Time 536 ms 589 ms 

Average Throughput 81.25 hits/second 82.99 hits/second 

Average Response time 5.21 ms 50.74 ms 

Error Rate 0.1 % 0.1 % 
 

The Table 6.14 shows reduced error rate in least percentages, reduced delay in 

milliseconds and there is a marginal difference between the minimum bits and 

maximum bits. Also, the average throughput is not a variable one and it maintains at 

constant rate for the minimum and maximum bit. 

Table 6.15: Load vs. Cost 

Load (VMs) Cost (USD) 

5 2.46 

10 3.07 

15 3.83 

20 4.78 

25 5.97 

30 7.45 

35 9.30 

40 11.60 
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45 14.48 

50 14.96 
 

The Table 6.15 shows cost of VMs for resource allocation and storage for allocating 

higher rate of data. It is seen that allocation of increasing VMs tends to increase the cost 

at marginal rate. 

6.5. SUMMARY 

The results of simulation on serverless network metrics shows that the filter based 

security using fuzzy logic achieves higher average throughput and reduced delay, 

average response, error rate, load distribution than attribute based encryption and 

identity based cryptosystem. Further, the testing on security metrics shows that the filter 

based security using fuzzy obtains reduced encoded key size, signature time and key 

generation time with reduced minimum, average and maximum time than attribute 

based encryption and identity based cryptosystem. Further, the study shows that the 

filter based security using fuzzy is cost-efficient than attribute based encryption and 

identity based cryptosystem. 
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CHAPTER 7 

 

CONCLUSION AND FUTURE WORK 

 

 

7.1.       CONCLUSION 

Serverless computing is a new paradigm in cloud computing, where the cloud service 

provider manages the resource allocation and pricing is based on actual usage. 

serverless computing started moving into the focus of the industry as the concept is 

promising and major public cloud service providers have been pushing their runtime 

models to the market. 

The event-driven nature of serverless computing using stateless cloud functions enables 

instant scaling of cloud applications. The resource management lies in the responsibility 

of the cloud service provider, so that the consumer does not have to worry about the 

infrastructure anymore. Moreover, resources are billed based on the actual usage 

compared to provisioned resources irrespectively of their utilization in the traditional 

cloud computing billing model of e.g. VMs. 

Therefore, serverless computing is seen as a chance for substantial cost reduction of 

cloud applications. Although the cost model is more complex, besides low usage 

applications, especially bursty and compute-intensive application benefit from the 

serverless computing.  

A subset of wireless computing is the serverless environment, where there are no access 

points and a network is defined simply by other nearby nodes. The focus of this thesis 

is the ad-hoc serverless network topography. This environment is best described 

through example. Suppose a group of corporate officials meet on a job site to discuss 

and plan future developments. As many job sites are remote, it must be assumed there 

are no servers to provide security services such as key generation or authentication.  

For security reasons, it is important to be sure all meaningful communications are 

encrypted, and each message is verified as both unmodified and sent from whom it 

reports its sender to be. Each of these small devices are battery powered. The ability to 

form a logical grouping of these devices, generate a shared key using influences from 
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each member, and communicate through these devices securely is needed. 

In the first part of the study, an identity based cryptosystem for secured authentication 

is designed that uses ECC model for securing the data in serverless environment. The 

segregation of initialization phase and authentication phase enables the ECC model to 

improve the security and authentication of data in serverless environment.  

In the second part of the study, an attribute based encryption is designed under different 

security requirements that includes: data confidentiality, collision resistance, attack 

resistance, non-accessibility of sensitive before release time and delete data after 

expiration time. Considering all these parameters, the encryption model offers 

improved security of data that gets traversed or stored in the serverless environment. 

In the third part of the study, a filter based security approach is developed that 

undergoes three different mechanism including encrypted fuzzy based filter with link 

reliability estimation, VM reliability estimation and residual energy factor estimation. 

Secondly it includes the adoption of signature verification scheme involving encryption 

and decryption mechanism.  

Thus an experimental analysis is conducted between all the three proposed models say 

1) Identity based cryptosystem 2) Attribute based encryption 3) Filter based security. 

The experimental analysis is conducted in terms of different security metrics that 

includes: encoded key size, signature time and key generation time in terms of its 

minimum, average and maximum time. Further, it is tested in terms of serverless 

network metrics that includes delay time, average throughput, average response time, 

error rate, load distribution and cost-efficiency.  

The results of simulation on serverless network metrics shows that the filter based 

security using fuzzy logic achieves higher average throughput and reduced delay, 

average response, error rate, load distribution than attribute based encryption and 

identity based cryptosystem. Further, the testing on security metrics shows that the filter 

based security using fuzzy obtains reduced encoded key size, signature time and key 

generation time with reduced minimum, average and maximum time than attribute 

based encryption and identity based cryptosystem. Further, the study shows that the 

filter based security using fuzzy is cost-efficient than attribute based encryption and 

identity based cryptosystem. 
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7.2. LIMITATIONS AND FUTURE WORK 

Serverless computing is getting more attention and picking up speed. Therefore, it 

become inevitable to examine the field in an academic setting. Research exists but is 

still limited due to how recent the developments are.  

• Firstly, the study is not carried out in complete stages in the design science 

process because it does not justify and communicate the results with society. 

This constraint can be overcome by observational analysis of commercial 

programs that take account of serverless architecture and experience. 

Researchers track and gather information for the study of the method followed.  

• Secondly, serverless prototype application creation is restricted to a specific 

context. As a result, the results of this study are likely to be counterfeit when 

introducing them in the industry with other cloud providers. 

It is clear that in a serverless environment, reliance upon a database of any form of 

usernames and passwords is prohibited. This database would need to be replicated to 

every node and painfully kept current. It is very clear that password-based 

authentication simply will not suffice in this paradigm. 

Digital certificates, on the other hand, would provide a more robust and scalable system 

for user authentication. A user would generate a certificate, and have the appropriate 

third parties (such as departments, organizations, etc.) sign this certificate, building a 

hierarchy and web of authentication as needed. When joining a group, the user could 

present this certificate, and the other nodes could quickly and safely ascertain the 

validity of the users credentials. The third party signatures that were gathered would 

serve to provide an access control list feature; if a particular network group is 

established requiring certain credentials and a certificate is presented without that the 

proper signatures, the certificate is rejected and the user is unable to join. This form of 

access control and user authentication is similar to techniques used in popular web 

server software. 

Of course, this is not without technical difficulties as well. These certificates would 

need to be relatively short-lived to maintain correct access control. Resource changes 

(i.e. people moving between departments or projects) would need to be reflected in 

these certificate signing chains. Revocation lists and proper signing sequences would 
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need to be maintained, and each device would need to be synchronized with these 

changes. While somewhat better than the user-password database, there are many 

commonalities. 

A goal of computing in general is improving performance across the board. We can 

improve computation by using efficient algorithms, but network communication and 

utilization provides a second area of opportunity for performance enhancement. 

Analysis of the keys that are transported during the protocol phases reveals an 

interesting optimization opportunity. Each key transports a great deal of the key 

generation parameter information. While this might be important for blind key 

agreement techniques where each party does not know the parameters, this environment 

requires parameters be public. Key material could be separated from the parameter data 

and transported for a simple optimization. This would require object construction on 

the receiver side for each key, but this is, in a sense, already occurring. 

Additionally, an excellent way to improve network performance is a decrease in 

network traffic. If a group is willing to take the additional computational impact, all 

messages could easily be compressed using a high-speed compression routine. Simply 

reducing the data on the network will improve overall network performance. 
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