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PREFACE.

Tuis brief course in the Calculus is intended not only
for the class-room, but for the student without a teacher,
who hopes to acquire some knowledge of the working prin-
ciples of the Calculus in a short time. For students who
desire to study more than the merest elements of Physics
and Electrical Theory or other scientific branches, a brief
course in infinitesimal analysis is a necessity. For the
general student, it properly rounds out his course in math-
ematics and exhibits the most interesting as well as the
most powerful instrument for research ever devised.

The book presupposes some knowledge of Geometry, a
working knowledge of Algebra through logarithms, and
a thorough knowledge of the elements of Trigonometry.
Two introductory chapters on Graphs will supply the stu-
dent with all he actually needs of Analytic Geometry to
read the book, but it is desirable, if possible, that a brief
course in Analytic Geometry should be studied before
taking up the study of the Calculus.

The aim has been to write a book for the beginner that
should be simple, clear and logical. To this end the
method of limits was adopted as giving the only adequate
presentation of the subject in all its generality. The
method of rates and the method of infinitesimals (when
logically presented) both involve the notion of a limit.

1X



X PREFACE.

There is nothing recondite about it. We cannot grasp
with any certainty the idea of a train having a certain
velocity at a given instant, without an implied reference to
a limiting value. Besides, the student is supposed to be
familiar with the many important applications of the theory
of limits in Geometry, so that it is by no means a novel
subject to him.

The topics selected in this book are mainly those involv-
ing fundamental principles. It is best for the student to
hammer away at the essentials until they are thoroughly
mastered before taking up more advanced subjects.
Hence fundamental conceptions have been treated more
fully than usual, and a number of illustrative, worked ex-
amples have been added.

In preparing this work, the author desires first of all to
acknowledge his indebtedness to the French, from Du-
hamel to Jordan.. The English works of Lamb and
Gibson are also particularly inspiring and have been con-
sulted, particularly the latter.

WM. Caln.

CuareL HirLL, N. C., Mar. 6th, 1905.



A BRIEF COURSE IN THE
CALCULUS.

CHAPTER 1.

GRAPHS.

1. Cartesian Coordinates of Points in a Plane. The
problem of constructing a graph or locus from its equation
is one of fundamental importance in the Calculus. As in-
troductory to it, Des Cartes’ system of coordinates will
first- be explained. In Fig. 1, X’OX and Y’OY are two
straight lines of indefinite length, at right angles and inter-
secting at 0. X'’OX is called the axis of x, Y'OY the axis
of v, the two lines together being called the coordinate axes
and their intersection O, the origin. Assume a certain
unit of length OM and beginning at O lay it off a number
of times to the right and also to the left of O along X’0OX,
also apply the same unit from O up and down along Y’OY.
Also subdivide each unit division into a convenient number
of equal parts (five in the figure) to more accurately lay
off fractional parts of a unit.

The position of a point P,in the plane XOY is defined
as follows : draw a line from P, parallel to OY (and there-
fore perpendicular to OX) to intersection N with the axis
of x; the distance NP, is called the ordinate y, regarded as

1
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A BRIEF COURSE IN THE CALCULUS. [Art. 1.]

positive if P, is above X’OX and negative if P, is below
X'0X.

The distance ON, from the origin to the foot of the ordi-
nate is called the abscisse x and will be considered positive
when P, is to the right of ¥”OY, negative when to the left.
The directed lengths x = ON, y = NP, are called the co-
ordinates of the point P, also the axes X'OX, V'OV are
called respectively, the axis of abscissas and the axis of
ordinates.

The point P, is designated as the point (x, y), meaning
the point whose abscissa is x and ordinate y, the abscissa
always being written first.

Where P, is a fixed point, its coordinates are usually
marked with subscripts as in the figure. Thus P, is the
point (xx’ yl)’ P2 the point (xz = OM, Yo = MP2) or (x2’ ¥)-

7
Y
2 BO ,0, p‘l(TI ;'II}
[2)
TetVa ) i
P { 21,.1/] R
(e
~i A(216,0)
X 9 i R X
= 140,11
B(=[1,=1)
o
E(3—15
Y [T

Fig. ©.



[Art. 2.] CARTESIAN COORDINATES. 3

When numerical values are assigned with the proper sign to
« and y, the point (x, y) is completely determined. Thus to
plot the point (3, 2), lay off ¥ = ON = 3 units of length to fix
AV, then draw VA, perpendicular to OX a distance y = NP, = 2,
which uniquely determines the point 2. Similarly, to locate
the point B (0.5, 2), lay off o.5 unit from O along OX and then
2 units upwards, or lay off first z units from O along OY and
then o.g unit to right. To fix C ( — V2, 1), lay off from O to
left along OX’, V2 = 1.41 nearly (estimating the hundredth of a
unit by the eye) and from the end of the abscissa, lay off 1 unit
upwards, Similarly, D ( — 1, — 1) is 1 unit to left of YOV

and 1 unit below OX; E(g, — 1.5) is 1.5% units of length to

right of ¥/OY and 1.5 units below OX.

When a point is on the axis of x, y = o: thus 4 (2.6, o) is
& = 2.6 units to right of axis of y, but since y = o, it lies on the
axis of w. Similarly the point (¥ = o, y = — 1) lies on the axis
of y at 1 units distance below the origin. The point (o, o) is
the origin O.

2. As a point moves steadily on without hops along the
axis of x (say), its abscissa is said to vary continuously be-
tween the extreme limits attained by the point. This
abscissa of the point in any fixed position is a number indi-
cating the ratio (with the proper sign) of the distance of
the point from O to the unit of length. This ratio may be
integral, fractional or incommensurable. In the latter case,
the abscissa cannot equal any fraction whose numerator
and denominator are finite integers. Thus V2 and 7 arc
incommensurable numbers. It is thus postulated that to
every point on X’OX there corresponds an abscissa ex-
pressed as a plus or minus number, commensurable or in-



4 A BRIEF COURSE IN THE CALCULUS.  [Art. 3.

commensurable, and conversely, that to every number
(abscissa) there corresponds a point.

Similar conclusions hold for the ordinhates of a point
moving along Y’OY. In fact, if a point P, traces a contin-
wous line (one without breaks) in the plane, its codrdinates
x and y vary continuously.

3. Distance between Two Points. Tofind the distance
d between P, = (x,, v,) and P, = (x,, ¥,). Draw P,R par-
allel to OX to intersection R with NP, (Fig. 1).

PR = ON — OM = x, — x,, RP,= NP, — NR =y, — 3y,
cd=N({—w)P+ Oy —3)p ... (1)

If P, and P, in the figure are interchanged, (¥, — «,) is
replaced by (x, — x,) and (y, — ¥,) by (3, — ,); but the
squares being the same, (1) is unaltered.

It is a remarkable fact that this formula is true no mat-
ter where P, and P, are placed in the plane. Thereare 16
possible cases, for P, can be placed in either of the four
quadrants and corresponding to each position of P,, P, can
be placed in either of quadrants I, II, ITI, IV as the spaces
included in the angles XOV, X’0Y, X’OY’ and XOY" are
called.

It will be instructive for the reader to prove the formula
for each of these cases. An illustration will be given
which shows the simplest way of dealing with negative
abscissas or ordinates not only here, but wherever they
may be met with.

In Fig. 2, P, (%, ,) is placed in the first quadrant, P,
(%, ¥,) in the third.

oo xy = ON,y = NP vy = — MO, 3, = — BM.



[Art. 3.] DISTANCE BETWEEN TWO POINTS. 5

Notice particularly that x, and v, are negative numbers, .-.
(— x,) = MO is a positive number representing the actual

Y P| (x.hyi)
|
|
d ]
|
Yy
I
]
M H
1 [¢) :N X
: (‘yzl)
! |
o (®2) ) T
P (22 Y2) R
z,4 @2
Fig. 2.

distance MO and (— y,) = P,M is likewise a positive num-
ber, representing the actual distance P,M.
v PR = ON+ MO = x, — x,
RP, = NP, + RN = NP + P,M=y —
o Ph= v (w0, — %) + (0 — )%

which is formula (1).

If the positive numbers (— x,), (—y,) are marked
directly on the corresponding lengths in the figure, the
formula can be read off at once. Similarly the other cases
are very quickly treated.

Remark. If the point P, is at the origin O, x, = o,
y, = 0 and formula (1) reduces to

d= 0P, =VxZ+ 32 ... (2)

which is true wherever P, is placed.
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i. Find by formula (1), 2,7, when 7, = (3, 2), /= (1,1).
d=NG—1+(z—1f=Vs4+1 = Vs.

2, Let P, = (3,2), o= (— 1, — 1) = D in Fig. 1.

Here,be careful to put ay, = — 1, .. — = 4+ 1; Y= — 1

Se—=X=+1, sd= '\/(3+I)2+(2 +I)2='\/16+9=5,

Z.e., P.D = 5 units of length.

The signs of the codrdinates must be carefully attended to
in all substitutions, )

3. Draw the figure for each case and find the distance 7.7,
first by marking the projections of 7,7, parallel to the axes in
numbers and then computing the hypotenuse & = 2/, and,
secondly, by substituting the numerical values of (x,,5,), (¥ ¥2)
directly in formula (1).

(@ (%, ) = (3, 2) and (%, y,) in turn (6, 4), (— 1, 1), (— 2,

— 2), (1, — 2).
(b) (“}73’1) =)(“ 3 2); (xz’ .J’2> = (1, I):(* 1, 1), (—1,—3),
© @py)=(—3 —2); () =(>01), (—1,2), (-1,
—3), (2, — 1).
(d) (xzv%) =>(3’ — 2);5 (%, 7,) = (4, 6), (— 4 2), (— 4, — 2),

The 16 cases mentioned above are illustrated by examples
(@), (), (¢), (d). It is easily seen that if any other numbers
are used than those given above, the formula would be verified.
Hence it is true for any positions of 2, and 2.

4. Equation of a Circle. If in Fig. 2, the point P, =
(%, v,) remains fixed and the point P, = (x,, v,) is assumed
to vary its position, with the proviso that d = P,P, =7,



[Art. 4] EQUATION OF A CIRCLE. 7

shall always remain constant, then the successive positions
of P, will all lie on the circumference of a circle with center
at («x, ¥,) and radius 7.

Since for any position of P, Eq. (1) is true (Art. 3), we
have on squaring (1) and replacing d by 7,

@ — ) + (=) =7
where (x,, ¥,) represents any point on the circumference.
As it is customary to represent the codrdinates of a
variable point by (x, ), replace «x, by x, y, by y in the
equation above, giving for the equation of the circle,

=3 +F—y)=r...(03)

where (x,, y,) represent the cotrdinates of the center,
(x, ) the coordinates of any point on the circumference
and ¢ the radius (Fig. 3).

By Art. 3, (%, ) Y
can have any position,
so that (1) and .. (3)
are true wherever the

center is placed in the )

beginning. The signs

of the coordinates B\ © AT X
though must be strictly @) @)
attended to.— See D

Fig. 3.

examples.
If the center is at the origin, x, =0, y, = 0}

. x2+y2=r2

is the equation of a circle with center at the origin and
radius 7. Prove this independently.
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ExampPLE 1. The eq. of a circle with » = 5 and the coordi-
nates of the center ( — 3, 2) = («, »,,) is found by substitu-
tingx, = — 3,9, = 2,7=5 in(3)tobe, (x + 3)*+ (v — 2)*= 25.

ExaMpLE 2. Suppose the radius remains » = g5 but that
(%, 3) is (i), (2, 3); (i), (— 1, — 1) (ii), (1, — 2); find the
equations of the three circles and construct.

ExampLE 3. The equation #*+ 3>+ 2x — 3= 4, can be
transformed by completing the squares of thex and y terms,
thus:

@Ftzr+D+F-3y+D=4+1+§=%,

or o o+ =3 = (A29)
which is the equation of a circle whose center is (x, = — 1,
= g) and radius @, as we find by comparing with (3).

5. Similarly any equation in the form,

a? + 32+ Dx + Ey + F=o,

with the coefficients of &% and 3? unity and with no term in xy is
the equation of a circle. The codérdinates of the center and
radius can be found as just explained. Do this for the follow-
ing circles and construct.
(1) 4+ —4x—-8y—5=o.

Ans. x, =2,y = 4,7 =5.
(2) #*+ ) +6x+ 10y =2

Ans. % = — 3,y = —5,7=06.
() 2a*+1y*—8x+2y+20=0. .
‘ Ans. x1=4,}’1=*—1,”=\/—3-

Thus the radius is imaginary and the circle has no real
existence. )

If » should come out o, the circle reduces to a point, the
center,



[Arts. 6, 7.] EQUATION OF A LOCUS. 9

(4) 3@+ —12064+6y=4.
Divide by 3 and proceed as before.

Xy =2,Yy=—L 7= 3.

6. Intercepts on the Axes. At the points 4 and B in
Fig. 3 where the curve cuts the axis of x, 9y = 0; therefore
on making y = 0 in (3) and solving for x, the two values
x = 04, x = OB, corresponding to y =0, are found.
They are called the infercepts of the curve on the axis of .

Similarly & = o in (3) gives the two values of y (OC and
OD) which are called the intercepis on the y-axis.

Thus in Ex. 1 of Art. 5, 224+ 32 —4x—8y —5=o0, On
making y = o, we find x = 4+ 5 and — 1, .. O4 =35, OB =
— 1, or the curve cuts the axis of x at (5, o) and (— 1, o).
When x = o, ¥ = 4 &+ 21, the two intercepts on y. If the
equation of the circle were a2 4 32 — 4o — 8y + 5 = o, the x
intercepts, 2 & V — 1 are imaginary; which shows that the
curve does not cut the axis of x. The y intercepts are real and
=4 + VI

If in any case, both the x and y intercepts, as found above,
are imaginary, the circle does not cut either axis.

If in Fig. 3, the radius is diminished so that the curve just
touches an axis, the intercepts on that axis are equal.

ExampLE. Find the x and y intercepts in circles (2) and
(4) of Art. 5.

7. Equation of a Locus. Any equation involving x,
y and constants is the equation of a locus. Thus (3) is the
equation of a locus — the circle. In deriving that equation,
use was made of the geometrical property defining a circle.
Conversely, the equation of a locus may be given and it
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may be required to draw the curve from its equation and
derive the geometrical property defining it.
Thus if the equation of a locus is,

4y ="
the equation shows that the square of the abscissa of any
point on it is 4 times the ordinate of that point.

From the equation we find that

if x =0, y=o,
foe=41,y=1,
fax=+2p9=r1,
fw= 4 3,y=4%=:24
faox=+4y=4...
fx i 0, y= .

The notation, “if x = o0, y = o ,” is to be read, “if x increases
indefinitely or without limit, y increases indefinitely or without
limit.” )

Therefore the points (o, 0), (1, 1), (— 1, 1), (2, 1) (— 2,
1), (3, 21), (— 3,21, (4, 4), (— 4, 4), lie on the curve, for
these simultane-
ous values satisfy
the equation 4y
= &~

On plotting the
above points and
drawing a curve
through them, we
have the graph
corresponding to the equation (see Fig. 4). Itis known
as the common parabola. For greater accuracy a number
of intermediate points should be found.

Fig. 4.



[Arts. & 9.] LIMITS OF A CURVE. 11

8. Test to decide whether a Point (x, y,) is on the
Curve or not. If the given point is on the curve, its coor-
dinates will satisfy the equation of the curve and conversely.
If the codrdinates of the point do not satisfy the equation
of the curve, the point does not lie on the curve. Thus
(3, 2) is not on the parabola 4 y = &% since 4 X 2 is not
equal to 3* = 9. The point (}, ) does satisfy 4y = &*
and thus lies on the curve.

The x and v, or the current codrdinates in the equation
of any locus, are thus general variables and can take an
indefinitely great number of values; but of this number,
no two values of x and y are to be paired arbitrarily, but
only those codrdinates that simulianeously satisfy the equa-
tion of the locus. Thus the equation of a locus is always
to be understood with an ¢f If x is given a certain
numerical value, the corresponding value (or values) of
with which it is paired, must be found by substituting the
given value of x in the equation of the locus and solving
for . Similarly if y is assumed and x computed.

9. Limits of a Curve. The curve only-extends over
that region where both variables x and y are real. Thus
if 8" =4yorx =+ 2 4fy,itisseen that if y is negative,
x is imaginary.; hence the curve does not extend below
the axis of . When y is positive, x is always real and as
y increases uniformly and indefinitely, x increases in the
positive direction or decreases (algebraically) in the nega-
tive direction for x, continuously and indefinitely. The
curve is thus continuous and extends indefinitely upwards.

As another illustration, take the circle

K4y =7"
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with origin at the center and radius ». Since y = + NP A,
the curve lies in the region corresponding to &#? < 72 or — =
x=7r, ie, x is equal or
greater than — » or equal
or less than 4 ». This is
again expressed by saying
that x may equal — »or + »
or lies between — » and 4 7
in value. Similarly solving
x forx = + ‘\/r2—_y2,we see
that for real values of x,
—r=y= 7. Thus the
curve does not extend up
or down, to right or to left
a greater distance than 7
which is otherwise evident from a figure. From the equation,
when ¥ = 0, y = 4 7 or — » and when y = o, x = + 7 or — 7,
giving the intercepts. ‘

10. Symmetry with Respect to an Axis. The point
(x, y) is symmetrical as to the axis of x with the point
(x, — ) ; therefore if (x, ¥), (x, — ») both satisfy a locus,
the latter is symmetrical as to x.

Thus in the locus, 5* + y* = #* (Fig. 5), if a point (x, y)
satisfies the equation, the point (x, — y) will satisfy it.
Similarly for any point (x, 4) on the locus. Hence it is
symmetrical as to the axis of .

In the parabola 4 y = &* (Fig. 4), if (x, y) is a point on
the locus, (x, — v) is not on it ; therefore this parabola is
not symmetrical as to wx, since the term in y is not of an
even power, so that it changes sign with 4.

The simple test then is this : if the equation of the locus con-
tains only even powers of vy, it is symmetrical as to the axis of x.

Fig. 5.
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Similarly if (x, ), (— «, y) both satisfy the equation of
a locus, it is symmetrical as to the axis of y; hence if the
cquation of the locus contains only even powers of x, it is
symmetrical as to the axis of 7.

Let the student apply this test to the two curves above,.

Also prove, by aid of a figure, that if (x, ¥), (— % — ¥),
both satisfy the equation of a curve, then the curve is
symmetrical as to the origin. [Hint: show that a straight
line from the origin to (x, y) is equal in length to, and a
continuation of, the line from (— x, — ¥), to the origin.]
In this case the line from (x, ) to (— x, — ¥) is called a
diameter of the curve. Tt is bisected by the origin.

Prove by this test that the circle &’ 4+ 3* = /* is sym-
metrical with respect to the center.

The student is now prepared to draw certain simple
curves very quickly from their equations.

1. Draw the graph of 3 = — «.

(Art. 9) y = + V— x .. » must be negative in order that
» may be real and. the curve extends indefinitely towards the
negative side of the x axis, but it does not extend to the right
of the origin. Also as x decreases from o indefinitely (or is
negative and increases numerically) y increases numerically
indefinitely., By Art. 10 the curve is only symmetrical as to
the x axis. Compute now a few pairs of simultaneous values
of x and y and draw the curve, which passes through the ori-
gin, since x = o gives y = o.

2. Discuss and draw the graphs of, the common parabolas,
y'= 4%, 2> = — y; the semi cubical parabola, 3* = 4 2%; the
cubical parabola, y = «®

3. Draw the graphs of a?= 4% )= — &% p* = — x,)' =
&t = — ab,
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11. The Equation of a Straight Line. Consider, in
Fig. 6, the straight line 2,02 through the origin, making
the angle //OP with the axis of ». The tangent of this
angle = is called the «slope” or “gradient” of the line.
Take any point P (x, ) in the first quadrant .. x = O/,
vy = MP, and MP/OM = y/x = tan MOP = m ...y = mx.
For a point P, (#, 7,) on the line in the third quadrant,
X, =—MO,y,=—PM . .y/x=PM/MO=DMP/
OM =m ...y, = mx,. Hence, if (x, y) denote any point on
the line whatsoever, whether in the first or third quadrants,

the relation
Y = mx

will always be true. It is therefore the equation of the
line P,OP.
If we measure off from the
£ origin a distance OB = b and
0 through B draw C’BA parallel
' to P,OP, its equation will
e be,
" S M X y =mx -+ 0.
Py Thusifx = OM,y = MA =
MP + PA =mx + b Sim-
larly, if ¥ = — M0, y =
M= —PM, + Pl=y +b=mxr+ 0 from an equa-
tion above.

Fig. 6.

Thus the x and y of any point on the line (B4, extended
indefinitely in both. directions, always satisfies the equation
9 = mx + band no point zoz on the line satisfies this equa-
tion ; hence it is the equation of the straight line whose
slope is m, and y intercept &.
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ExampLE. Construct the line y = 2x + 4. Here comparing
with y = mx + &, we find, b = 4, m = 2 .. lay off OB = 4 units
of length, draw BD Il OX, 3 units to the right to point 2, then
draw DE | O, a distance 2 to Z. A line connecting & and
E is the required line, since m = tan M OP = tan DBE, has
been constructed equal to  and 6 = OB = 4.

If the scale adopted is small, since m =% = § = § = etc,,
lay off BD = 6 (say), and DE = 4 or BD = g with DE = 6.
In fact, for accuracy the point Z should be as far from B as
the limits of the drawing will admit.

Having drawn this line, as just shown, compute from the
equation several simultaneous values of «x and y, as (—9,— 2),
(=6, 0), (— 3, 2), (o, 4), (3, 6), plot them and see if they fall
on the line as they should.

Next let us consider the line POP, in Fig. 7, making
the obtuse angle MOP, with the axis of x. Let tan MOP,
= m be called the slope of this line .". m = — tan (180 —
MOP) = —tan POM, = — M, P,/M O = M\P, /(— M 0)
= yx/x1 (it %, = — M0, y, = M\P)) .. y, = mx,.

Again consider the point P, where x = OM, y = — PM
..as above, m = — M,P,/M,0 = — PM/OM (from similar
triangles) ... m = y/x, or y = mx.

Thus the (x, y) of any point on POP,, however extended,
always satisfies

¥y = mx,
which is thus the equation of the line.

Next, lay off OB = b and draw ABC parallel to POP, at
a distance b (measured parallel to y) above it ... the equa-
tion of ABC is

y=mx + b,

since for any was OM,, y = M, A = M,P, + P, A = mx +b;
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orifx = OM,y=— CM = — PM + PC = mx + b, from
the equation for POP,.
The equation y = mx + b, has the same form for the
line ABC in Fig. 7 as in Fig. 6, but it must be observed
N that in Fig. 6, m =
4 Y tan MOP, whereas
I} in Fig. 7, m = tan
I} MOP, = — tan P,
oM.
In both figures,
if the line ABC had
%X been drawn parallel
to POP at a dis-
tance on the axis of
y = b below the ori-
gin, each ordinate
of P,OP would be
diminished by b .. the equation of ABC in that case
would be

)

M

Fig. 7.

y=mx—0b

in either figure. Further, if b is supposed positive when
measured upwards from O, negative when measured down-
wards, the one equation, y = mx + b, can be said to repre-
sent the equation of any straight line with slope m and vy
intercept . Note the great generality of this result, for
this equation has been proved true wherever (x, ¥) is taken
on the line.

Remark. In Fig. 7, since the angle M OP is minus and
P,OM, is plus, tan MOP = — tan P,OM, = tan MOP,; so
that tan M/ OP can be said to equal the slope in both fig-
ures 6 and 7. If MOP = 0, in either figure, m = tan 6,
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1. Construct the line y = — 2 x + 4.

Comparing with y = mx 4+ &, we find, =4, m= — % =
— tan P, OM, (Fig. 1), .. lay off OB = b = 4, then BD = 3,
DE = 2, BD being drawn to the left parallel to XO and DE
parallel to OY. This gives tan £5D = tan P,OM, = % ... BE
is the required line.

2, Construct the lines, y=3%x—35, y= —$x—3, y=
le4+8,y=—1xy=09=—x

3. Any equation of the first degree in x and y is the equation
of a straight line, since it can be put in the form, y = mx + 4.

- Construct, 26 +3y+9g=o0o(ory= —3x—3),35x—2y
+6=o0,12x84+4y=09.

4. If preferred, the intercept method (Art. 6) may be used.
Thus, in 10 x + 6 y = 60, x = o gives y = 10, .. (0, 10) is one
point on the line. Again y = o gives x =6 and (6, o) is on
the line .-, lay off the x and y intercepts, 6 and 10, and draw the
line, Construct in this way, x + 2y =20, 24 — 3y = 12,
4x+ 6y=24.

5. Where the intercepts are small, it may be best to compute
the (x, ») of extreme points on the line and draw the line

through them. To construct,x 4+ 2 y =1, (¥ = — 21,y =11),
(x = 21, y = — 10), .. plot these points and draw the line
‘through them.,

Construct, x +3y=5,2x — 5y = — I.

€. Construct x = @ (a line parallel to OY at a distance @
from it). p = & is a line parallel to' OX at a distance & from it,
& = o is the axis of y; y = o the axis of «.

7. By the intercept method (Art. 6), show that

+s=1

x ¥
a b

is the equation of a straight line (see Ex. 3) with intercepts &
and &, crossing the first quadrant. Also prove,
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x
—Lti=1
crosses the second quadrant with intercepts (— ) and &;
x
~5-3-
crosses the third quadrant with intercepts (— @) and (— 4);
r_X_
a b

crosses the fourth quadrant with intercepts @ and (— &).

It follows that x/a + y/b = 1 can represent any of these
cases if ¢ and & admit of plus and minus values.

8. Reduce Exercises 1, 2, 3, 4, to -this intercept form and
construct.

9. If the point («,, 3,) lies on the line

y=mx+b
S =mx 40
subtracting, y—y=mX—%)... ()

the equation of a line through a point (x,,y,) and having a given
slope.

1o. If the straight line passes through another point (x,, y,),
its codrdinates satisfy (a) .. 3, — ¥, = 7 (%, — x,).

Xy — %X,

a general expression for the slope of any line passing through
(% 7,)s (% ¥). On substituting in (a),

Yo— Vi

—y, = X—X)...
Yy—wn X — X, ( " €2

the equation of a straight line through two points (%, y,) and

() 72)-
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The different forms of the equation of a straight line given
in Exercises 7, 9 and 10 are true however the line is drawn or
wherever (x, ») is taken on it, for the equations have all been
derived from the form y = mx + & which was proved generally
true in Art. 11. Therefore, one can have perfect confidence in
the truth of the results when applied to any example on simply
substituting numerical values with their proper signs.

11. Write down by aid of Ex. 10 (y) the equations of lines
passing through the pairs of points (2, 3) and (— 35, 6);
3,—1), (— 4,—8); (0, 2) and (—4, 10); (—1,—1) and (-8,
—9). In the last example (by way of illustration) put (x, =
—5)=—1),(@=—8m=—09) in (y) and get,

._.9+I

8
e DB

y+i1=

The slope of this line is 8/7.

r2. By aid of the results of Ex. 4, write the equations of lines
with « and y intercepts (6, 5), (— 4, 4), (— 7, — 9), (8, — 6) and
test by Art. 6.

13. By the method of Art. 8, test whether the points, (o, 4),
(2, 3), (6, 1), (8, 0), (2, 2) and (— 1, 6) lie on the line x + 2y
— 8 = o. Find its slope and intercepts.

14. Angle between two Straight Lines.

Let the equations of the two

lines which make the angle ¢ with Y
each other, be,
y=mx+b y=wx+7V, 4
when, f @
m=tan a, ' = tan B (Fig.8); o - X
Fig. 8.

ifa>By d’:a'—ﬂ

tan a — tan
. tan ¢ = s B

I+ tanatan B
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4
m— m
sota =—

tan ¢ I -mm’

If a < B, the result, when numerical values are inserted, will
come out minus, The arithmetical value will correspond to the
acute angle ¢.

The lines are parallel when tan ¢ = o or when 7 = »/.

The lines are perpendicular when tan ¢ = oo or when
1 + mm’ = o. The last condition can be written, 7' = — ﬁl .
2
What are the equations of lines passing through (2, 1) and
(1) parallel, (ii) perpendicular, to the line, y, = 2 + 3?

The slope of the first line is (by what has just been proved)

m = 2; of the second line 2 = — }. Substitute these values, to-
gether with w;= 2,5, = 1in (¢) Ex.9. .. ()y — 1 = 2(x — 2);
(ii) y — 1 = — } (x — 2), are the equations of the required lines.

15. Intersection of Two Lines. The coérdinates of the
point or points of intersection alone satisfy dotZ equations.

Therefore solve the equations of the two loci, regarded as
simultaneous, for x and . Thus call the points of intersection
of the parabola 4y = a* (Fig. 2) and the straight line y = x,
(x,,7,) .- since (x, ¥,)is on both loci, 4y, = %% »,= x,. Solv-
ing these two equations, we find the points of intérsection to
be (o, 0) and (4, 4).

16. Find the codrdinates of the intersection of the lines,
2x+ y= 10,y=2x 4 2. Construct.

17. Construct the polygon whose vertices are at (1, 1); (o, 2),
(1, 3), (2, 2). Prove by Ex. 10 (B) that the opposite sides are
parallel ; also prove by Ex. 12z that adjacent -sides are perpen-
dicular; lastly, show that the figure is a square.

18. Find the equations of the lines through (2, 4) which are re-
spectively parallel and perpendicular to the following lines and
construct. () x —2y=10; (i) 30+ 2y =12; (i) 52 —
3y =15
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19. A quadrilateral has the vertices (z, 2), (5, 4), (8, 0),
(3, — 3), show that the equations of the sides, in order, are, 3 y
=2x4+2,3y+4x=32,5y=3x—24,y+5x=12.

20. By use of the formula of Ex. 13, find the tangent of the
acute angle between the sides of the quadrilateral of Ex. 19,
taken in order.

Apuns. tan¢:18,3—9—,—li,l~7-
3 5 7



CHAPTER II.

GRAPHS. ASYMPTOTES. ALGEBRAIC AND TRAN-
SCENDENTAL FUNCTIONS. CONIC SECTIONS.

12. Algebraic Functions are those involving the varia-
bles in a finite number of terms which are affected only by
the operations of addition, subtraction, multiplication, di-
vision, raising to powers and extraction of roots. Tran-
scendental functions include all other cases. Thus &7, Vi,
x—% 4 ax, are algebraic functions of x, whilst, sin x,
tan~" x, %, log x, are transcendental functions.

When two variables (as x and y) are so related that to
a definite value of one of them there corresponds a defi-
nite value (or values) of the other, the second is said to
be a function of the first. When the relation is expressed
by an equation between x and v, the graph can generally
be constructed. If arbitrary values are assigned in turn
to x and the corresponding values of y computed from the
equation, x is termed the argument or independent variable
and y the dependent variable. If, however, it is more
convenient to assume values for y and compute the corre-
sponding values of x, then y would be called the inde-
pendent and x the dependent variable.

13. Graph of 1/x. From the equation, y = 1/x, the
following pairs of values are found (.3, 3.33), (4, 2.5,)
(6, 1.67), (.8, 1.25), (1, 1), (1.5, .67), (2, .5), (3, -33),
from which the branch of the curve in the first quadrant

22
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(Fig. 9) is plotted. Equal numerical values with minus
signs for (x, y) are found for the branch in the third quad-
rant. The two branches constitute the graph of y = 1/x.
But this graph possesses peculiarities not hitherto met
with on supposing it extended beyond the limits of the
figure. Thus let x successively equal 10, 100, 1000,

I .
. . theny = —equals successively 0.1, 0.01, 0.001, . . . ;
x

so that as a point moves along the branch in the first
quadrant indefinitely to the right, the distance y from the
point to the x# = axis can become less than any quantity
(not zero) assigned in advance, however small that quan-
tity is taken. Thus if y is to become less than o.001, we
have only to make x greater than 1ooo. For y < .ooor,
% must be > 10,000 and so on.

Similarly for the
lower branch, it is
found that as x in-
creases in the nega-
tive direction indefi-
nitely, y approaches RannE
zero as nhear as we
please, without ever
becoming zero, how-
ever great in the neg-
ative direction x be-
comes.

In this case, the Fig. o.
axis of «x is said to
be an asympiote to both branches of the curve.

- On taking y for the independent variable, we see from

S G

1
1
1
1

L

oo H-H




24 A BRIEF COURSE IN THE CALCULUS. [Art. 14.]

I . . . .
x = —, that as y increases indefinitely, x decreases indefi-

nitely ; but x never becomes zero, however great the
(finite) value of yis. The axis of y is thus an asymptote
to the upper branch. Similarly it is shown to be for the
lower branch.

14. Asymptotes, When a curve extends indefinitely
from the region of the origin, it may approach a fixed
line more and more the farther it recedes from the origin.
If the distance from a point on the curve to a fixed line can
be made as near zero as we please, without actually becoming
zero, as the point, moving along the curve, recedes indefinitely
from the origin, the fixed line is called an asymptote to the
curve. »

The following notation is very convenient. When a
variable % approaches a finite constant g, so that the differ-
ence between u and @¢ can become and remain less than
any positive quantity other than zero, however small, « is
said to “approach @ indefinitely.” This is expressed by
the notation, nea
which may be read, # approaches ¢ indefinitely. The
notation # = co is not to be read in the same way. It is
intended to mean that » increases indefinitely.

With this notation applied to the curve of Art. 13,
y = 1/x we have, =0 as x= oo ; hence the x axis is
an asymptote by the definition. Again, x =0as y=
.. the y axis is an asymptote.

The curve xy = 1 is a rectangular hyperbola.

When the temperature of a given mass of gas remains con-
stant the product of the pressure p and volume v is equal to a
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constant £ .. pv = A4 If y replaces p and x replaces v, the
graph of xy = % is again a rectangular hyperbola referred to
its asymptotes as axes.

15. In this book, the symbol o stands for absolute infinity
in the sense that space and time are said to be infinite or never
ending. However far we may travel in space along a straight
line, it is difficult for us to conceive a point in the straight line
where there is no space beyond. A never ending line then
gives us an idea of what is called infinity as applied to dis-
tance. No finite number can express this distance, no matter
what finite unit of length is used and the symbol o is used to
represent an infinite number as it is called. It is, of course,
not subject to arithmetical operations. Adding any finite
length to a never ending line gives a never ending line; so the
attempt at addition is futile, for it would lead to such results as
a + o = o, whether lengths or numbers are used.

I .
In the graph above of y = o let x take successive values 10,

100, 1000,. . ., 100 . . . 0. In the last number, suppose a
billion noughts to follow the 1, then 1/x is extremely small, but
it can still be “ decreased indefinitely ”” by increasing the number
of noughts. If the number of noughts were increased, so that
the string of them of the above size and distance apart, reached
to a fixed star, * = .100 . . . owould be very large, but y = 1/«
would be finite and not zero, though it approaches zero more
and more as more noughts are added.
From the consideration then of the equality,

————=.00...1,
(where the denominator has one nought more than the right
member) we are led to infer that as the denominator of a frac-
tion, with a constant numerator, increases indefinitely, the value
of the fraction approaches zero indefinitely and the imperfect
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syr'nbol,i = o, is intended to express this truth. It has no
o0

sense except as just defined. There can be no objection to the
following abbreviation :

o I . .
if == y,then as x = o0, ¥y = 0.
o ,
Similarly, from a consideration of the series,
1 I I
— = 10, —— = 100, = 1000 . « .,

0.1 oI 0.001

we decide that,

I
1f;=y,then asx =0,y =00,

which is still more briefly given, 3 =, which has no sense by
itself (as we cannot divide anything by zero) and can only be
interpreted as above.
ExamprLe 1. The cissoid has the shape given in Fig. 1o.
From its equation,
A 3
9 X
Y
(& being constant), we see that it is symmet-
rical as to the x axis (Art. 1o0); also y is
imaginary ‘either when x is negative or
20| X x> 2q but real for o = x < 2 a; lastly, as
x=2a,y = ..theline x =2 @ is an asymp-
tote to the two branches of the curve.
ExampLE 2. Construct the hyperbola,

Fig. 1o0. -y—I:4_x
Asx = 4,y= + o0 or— oo according asx < 4 or x> 4.
x = 4, or a line parallel to the axis of y and 4 units to the right
of it, is an asymptote. Again,as = 4+ 0,y — 1=o00r y = 1;
hence y = 1 or a line parallel to the axis of x and a distance 1
above it, is a second asymptote. Sketch the curve.
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ExampLE 3. In the locus,
e @
FTIT = hw
where a, 4, ¢, are constants, prove that y = ¢ and x = &, are
asymptotes. Roughly indicate the branches on a figure, noting
that a curve is always convex to its asymptotes.
ExampLE 4. Construct and determine the asymptotes of,
'I
Y= 55 y =
X2 x
The above examples represent loci whose asymptotes are
easily determined by inspection. = For other cases, particularly

where the asymptotes are inclined to the axes, advanced treatises
on the Calculus must be consulted.

16. Graph of y = a® or x = log, y, where a is positive.
The graph of y = 2% or x = log, 7, is shown in part by the
full line in Fig. 11. Computing simultaneous values :

Asx = — o0, yL2—® :%:o;
. I
ifx=— 2, )’:2—2:2)2:2,
if x = — 1, y=2"1=1
if x = o, y=2" =1,
ifx=1, y=12' =2,
if x = 2, y =22 =4;
as x = o0, y=2" =

The curve thus approaches the axis of & as an asymptote
in the second quadrant, but recedes indefinitely from both
axes in the first quadrant. No matter what value is given
to a, the curve y =a” or x= log, y cuts the axis of y at
one unit of length above the origin.
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Now x is supposed to increase continuously through inter-
mediate values, and its value may be fractional or incom-
mensurable, but the positive value of y is alone to be taken.
In fact, log,, y does not exist when y is negative. The first
form y = a®is an exponential function, the second x = log, ¥,

a logarithmic function.
; When a < 1, e. g, if
@ = %, the graph can be
5 found by rotating the
curve about the axis of
5 7, 180° since (§)%== 272
4 and x of (2% is thus
s changed to (—x).
+ The graph of x = 2% or
y = log, xis shown by the
dotted curve in Fig. 11.
; It is asymptotic to the
negative side of the y axis.
Show this and draw the
curve to scale.

The base @ of the system of logarithms can be any posi-
tive number other than 1; but in practice only two bases
are used; that of Briggs or common logarithms, where
a = 10, and Napier’s base, ¢ = 2.7182818284. . .

To change from one system to another, the formulas,
deduced in algebra, are:

)

N

Fig. 11,

log,, V= .434294 log, &V,
log, V= 2.302585 log,, V.

Hereafter, where no baseis indicated, the Napicvian base is
understood. Thus, log x means log, x or Jog x to the base ¢,
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17. Graphs of the Trigonometric Functions. In the
Calculus an angle is not measured in degrees, but in « circu-
lar measure,” or the length of the arc on a circle of unit
radius which subtends the angle. Thus in Fig. 12, the
angle AOP is measured by the length of the arc A/ in
inches if the radius is equal to 1 inch. The length of the
circumference being 2 m, an angle of go° is called in circular
measure the angle /2, an angle of 180°% 7 or 3.1416, and
so on. If the angle AO0ZF in degrees is called a® and arc
AP = x, on a unit circle, the relation,

o
a

" 180’

X
™

will enable us to go from degrees to circular measure, and
the reverse. We have WP = sinx, OM = cos x,in Fig. 12.
To draw the graph of y = sin x, we simply lay off
along the axis of x in Fig. 13, ONV = length of arc 42 in
Fig. 12 = #, and construct the '
ordinate y = MP = sin x, by
taking the distance M7 of Fig.
12 in dividers and laying it off
upwards at N (Fig. 13) when
sin x is positive, which happens -
when 2 is in the first or second
quadrants, and downwards when
sitn x is negative, which occurs
when 2 is in the third or fourth
quadrants. If thelength of a quadrant /2 = 1.57 (nearly)
is laid off to scale repeatedly as a unit on X’.X (Fig. 13) to
right and left of O and each part is divided, by repeated
bisections, into say 8 parts,.and then each quadrant in Fig.
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12 is divided similarly into 8 equal parts, the length x =
ON (Fig.13) = AP (Fig. 12) is found without computation,
and the corresponding ¥ = sinx = MP, can be laid off.

If OP (Fig. 12) revolves counter clockwise x is positive,
if clockwise, negative, and x is then laid off to the left of
O in Fig. 13. The graph of sz x is shown by the full
line in Fig. 13 that is included between the two lines

-

Fig. 13.

parallel to X’X and at a unit’s distance above and below
X'X. The curve to the right of x = 2 7 would show the
curve from x = o to 2 m, repeated indefinitely. Similarly
to the left of O.

To draw y = cos x, proceed as before, except that after
laying off any » = 4P (Fig. 12) on OX (Fig. 13) to fix
the point /V, y is then laid off equal to OM (Fig. 12); y
being positive when M (Fig. 12) is to the right of O, nega-
#7ve when to the left of O. The graph is represented by
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the dotted curve in Fig. 13, lying between the lines
y= =t I

Above the line y = 4+ 1 in Fig. 13, and below the line
y = — I, the graphs of sec x (dotted curves) and of cosec x
(full curves) are drawn. For sec «, after dividing up the
axis of «x as before, we lay off at /V (Fig. 13) y = sec x =
OT of Fig. 12. Similarly, the line values for cosec x may
be used in constructing its graph.

The graph of y = fan x is shown by the full lines in Fig.
14, that of y = cot x by the dotted curves. It should be
sufficient to indicate the construction for y = Zanz x. In
Fig. 12, OA = 1, x = arc AP and tan x = A7. Hence
in Fig. 14, lay off ON = x (as above explained) and y =
AT of Fig. 12, to fix a point on the graph of zan x.

The straight lines drawn perpendicular to the axis of x at
the points on this axis where

x:—f,—l—z, 3_71-’ e ey

2 2 2
are asymptotes to y = sec x in Fig. 13 and to y = jan x in
Fig.14. The perpendicularstoOX atx = —m, o,m, 2, . . .,
are asymptotes to y = cosec x in Fig. 13, and to y = cot x
in Fig. 14. Thus considering the graph of sec x = 1/cos x ;
as x (increasing) = m/2, sec ¥ = + oo ; but supposing x >

/2, as x (decreasing) = /2, sec ¥ = — 0. At x = 7/2,
cos x = 0 and sec x = I/cos x takes the form. 1/0, which
has no wmeaning (Art. 15) .. there is no such thing

as sec m/2, though for brevity it is convenient to write,
sec m/2 = 4+ o with the above implied interpretation.
Similarly, cosec x = 1/sin x, tan x = sin x/cos x, cot x =
1/tan x, all assume the form 1/0 at the critical values of x
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given above; consequently they have no values for such

values of x and the interpretation is as just explained for
sec x.

Where the so-called infinite values for sec x, cosec x, tan

'y i v
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%, cot x occur, the corresponding curves are discontinuous ;
ychanging sign from a large positive to a large negative value
or the reverse, as x increases through the critical value, as

is well illustrated by the graphs.

All these functions are
periodic.

Thus if 2 7 be added to x, sin x, cos x, sec x and
cosec x are unaltered, and the same is true if x is replaced
by (2 n 7 + x.) where z is any positive or negative integer.
The tangent and cotangent, Fig. 14, are unaltered if x is
replaced by (7 + «.) or generally by (z. m 4+ x). The period
here is m, in the other cases 2 .
The graphs illustrate many formulas of Trigonometry.
Thus, if the curve of cosines (Fig. 13) is moved to the right
a distance } , it will fit on the curve of sines. This illus-
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trates the formula sin<';—r + x> = cos x. The areas be-

tween the curve of sines and the axis of x is also equal to
the corresponding areas between the curve of cosines and
the axis of x, which fact finds an application in the Integral
Calculus.

18 Graph of y = arc sin x = sin—'x. This function
is inverse to x = sin . Its graph is shown in Fig. 15.

If we rotate the y-axis and the curve

of sines of Fig. 13 about X’X through Y
180° and then interchange x and 9, 2 e
giving x = sin y, we shall have the fig- Q .
jure 15.  Similarly for any inverse func- P
tion. 7 A\
The important point to note about Z
any inverse function is, that for a given o A x
value of x, % can have an unlimited z
number of values, unless we restrict the Fig. 15.
curve to certain limits. Thus in Fig. 15,
if x =04,y =AP,AP’,. . .; butif the curve is restricted
to the part extending from y = — ; to + g, then for

any value given to «x, plus or minus, y will have but one
value. In the inverse functions, y = sin~'x, y = cosec™'x,
y=tan"" x,y=cot~" x, y will hereafter be supposed to lie

between — ;—T and 72—]-, in which case y will be single-valued

for values of x that pertain to the function. Similarly
y = cos ~'x, y = sec ~'x will be limited to values of the arc
y, lying between o and .

19. Polar Coordinates. Polar Equation of a Conic
Section. In Fig. 16, let F be a fixed point and FX a fixed
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line through it ; then the position of a point P in a plane
is fixed if theangle MFP = 0 and the distance FP = r are
given. 6 is called the vectorial angle and r the radius vector,
the two being called the polar codrdinates of P. They are
written (7, ) to designate the point P. Angles will be des-
ignated, as usual, positive when FP is supposed to have
revolved from FX in the counter clockwise direction, nega-
tive when the rotation from FX is clockwise. 7 = FP is pos-
itive in the figure, when laid off from F through the terminal
side of the arc 6, negative when laid off on PF produced.
PolarEquation of a Conic Section. A conicsection istraced
by a point which moves so that its distance from a fixed point
bears a constant ratio to ils distance from a fixed straight line.
Call this constant ratioe. In Fig. 16, let F be the fixed
point (called the focus) and DD’ perpendicular to FX at R,
the fixed line or direcirix. Draw FL perpendicular to FX
to meet the locus at L, and from L and P (another point
on the locus) draw perpendiculars to

P -DD’, meeting it at IV and D respec-
DL _______ P tively. Also let the locus meet the axis
NE‘““: Y 0511' RX at O (the vertex). Then from the
A definition,

1 Op F M X

4 [N or_, rmw_rm_,

I ~ RO LN RF ’

e Calling RO = p and FL = [, these ra-

tios give, OF = epand I = e.RF. For the point P, by the
definition, FP/DP = ¢ .. r = eDP = ¢ (RF + FM) =
! + er cos 6, whence

l
1—¢cos 6’
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the polar equation of a comic section. As 6 varies from o
to 360° the point P will describe the curve.

20. Rectangular Equation of a Conic Section. Take
the axis of y perpendicular to OX through O, which will
now be called the origin. OM = %, MP = y for point P.
Since,

r = NFM* + MP* = N(x — p)® + %3
from the relation above, » = e.DP, we have,

& — P+ = eRM =¢ (p + )
or squaring and reducing,

Fmze( 4 pr—(—Aa®. .. (1)

Parabola. 1If e = 1, the conic is called a parabola (Fig.
16). Eq. (1) reduces, in this case, to,
yY=4px ... (2)

Ellipse. 1f e < 1, the curve is an ellipse. To simplify
Eq. 1, for this case, put

o=-2 and & = a* (1 — &).

I —¢€
2
nep(i ) =a(—e) (1+e)=a(1_82)=§.
2__2b2 __?f 2
..y—ax agx...(:;)

Hyperbola. 1If e > 1, the conic is called a hyperbola.
In this case put a = ep/ (¢ — 1) and b’ = a’ (¢ — 1) .. the
equation of the hyperbola is

2 b2 2

b
y2=—a—"X+¥X2.- . (4)
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The three equations (2), (3), (4), can all be represented by
yP=2Ax+Bx* ... (5)

where B = o for the parabola. For the parabola 24 =
4 p; for the ellipse and hyperbola, 2 4 = 2 b*/a. It is the
expression for the length of the latus rectum, 2] = 2.FL
or the double ordinate through the focus. The quantity
B = — b%a® for the ellipse and + */a” for the hyperbola.
To find where the ellipse cuts the axis of x, make y = o
in (3) and get x = oor 2a. Therefore the ellipse cuts the
axis of x at the vertex marked 4 in Fig. 17 -(the present
. origin) and at A’, where
& AA’ = 2a. Takea new
/ origin at C the mid-point
- of 4A’, CX and CY being
the new. axes. The old
K coordinates of a point P
; are (x = AM, y = MP);
. Fig. 17. the new, (' = CM, y =
MP). Thenx = AC + «’ = a + «',wherever P is placed.
On substituting (¢ + «’) for x in eq. (3),

E

w =<
F————/o
o.

D

o
=
-
>
x

A

Or dropping accents, with the understanding that x will
then equal CM,

=1I...(6);

the equation of the ellipse referred to the center and axes.
On making y =0, x = £ a =CA4’ and C4. On plac-
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ing x=0,9y= +0=CB and CB. AA’ is called the
major axis, B’B the minor axis. AA’1is equal in length
to2a, BB to 2b. The ellipse, which is drawn in Fig. 17,
is a closed curve (Art. 9) and from eq. (6) it is symmet-
rical about both axes. By a similar transformation to the
above, the equation of the hyperbola referred to its center
C as origin, CX and CVY, axes, is found to be,

55—_32:1"‘(7)

It is thus symmetrical with respect to both axes. Solving
for vy, :

b 2 2
y_j:z\/x——a.

‘Hence x? cannot be less
than @% or there is no curve
between the limits x = —
¢ and x = 4 a; but the
curve extends indefinitely
beyond these limits (Fig.
18). The asymptotes to the hyperbola CP and CP’ (Fig.
18) are shown in text-books on conic sections to have the
equations,

Fig. 18.

y=rtx/a; y= —bx/a.

The hyperbola is “rectangular” or ¢equilateral” when
a =b.

From the symmetry of the ellipse and hyperbola about
CY, it is seen that they may be regarded as having a sec-
ond focus, F’, symmetrical to- F with respect to C, and a
second directrix, symmetrical with respect to C, to the first.
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21. Convenient practical methods of drawing the parabola
and ellipse will now be deduced. The methods pertain more
particularly to Projective Geometry, but it will be seen that the
analytical proofs are, sufficiently simple.

In Fig. 19, let there be given the vertex 4, axis 4X and a
point 7 (a, ) on a parabola, to find other points on the curve.
Draw through 4, 4Y 1. AX and through /7, 7D | AX to intersec-
tion D. Then divide D7 = @ into any number of equal parts
and 40 = { into the same number of equal parts. Only four
divisions of 40 and D/ are made in the figure. In practice 8
or 16 divisions are desirable. It isto be proved that a line
parallel to the axis 4X through any point of division, as that
marked 3,on 4.0, will intersect a line from A4 to the correspond-
ingly marked point 3 on DI, at P, a point on the parabola.

Call the ratio DB/ DI =m ... AC/AD=m. Hence DB=ma

and AC =mb.  Thesslope of A5 i3 2. by Art. 11,itsequation is

ma
Y b
. ma.—. b) =% x
b /1 = ) =5 (al Y= na
?C S ) The equation of the line through
mib2 y b C parallel to AX is y = mb. This
i line intersects 4B at 2 where the
§ x | x and y of both lines are the same.
Y , X .
Fi; . Therefore, regarding the two equa-
. IQ.

tions as simultaneous, and eliminat-
ing m, we find the relation between the x and y of 2 to be

Vs
_yzzgx.

The same relation holds for the. other intersections, as the
result is true no matter what the numerical value of # is taken
hence all such points as 2 are points on a parabola. In the
figure 7 < 1., For points beyond 7, 72 > 1 and the additional
construction is obvious. The part of the curve below A4X can
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either be laid off the same way, or it may be made symmetrical
with respect to 4X tg the curve already drawn.

To construct the e/Zipse, Fig. 20, by this method of intersec-
tions, having given the two semi-axes, @ and 4, construct first a
rectangle O4ADBon a= 04 Y
and b= OB as sides, and extend
B0 downwards a distance OB’
= 4. Then divide DA and OA4
into the same number of equal
parts (four in the figure); the
intersections of B1’ and B'1,of ©
B2’ and B’2, etc., are points on
an ellipse. As before, if O2 =
ma, then D2’ = mb, where m =
02/0A4 = D2’/ DA. By Art. )
11, Ex. 9 (y), the equation of Fig. zo.
the straight line through B (o, 6) and 2" (@, b — mb), is

— mb
y—l)=~—7x,

and the equation of 5’2 with intercepts (7a) and (— &) by

Art. 11, Ex. 7, is
4

— =T =1

ma b

The intersection of these two lines 2, will be the (x, ) of the
two equations treated as simultaneous. On eliminating 7 be-
tween them, so that the resulting (x, ) pertains to any one of
the intersections noted, we find,

®

21—2 -+ 2'2 = I.
Hence intersections such as 2 (#, ¥) lie on an ellipse, with ¢ and
b for semi-axes. Symmetric points in the other quadrants can
now be marked and the ellipse traced through all the points

thus found.



CHAPTER III.
LIMITS, DERIVATIVES, SLOPES, CONTINUITY.

22. Notation of Functions. In the Calculus the last
letters of the alphabet, from 7 to z inclusive, are usually
supposed to represent variables, the remaining letters, ¢ to
¢, being generally treated as constant numbers, which do
not change in the same investigation. - Thus in Art. 20, the
current codrdinates (x, y) of a point on a conic are variables,
connected together, however, by an equation with an if
implied. Thus ¢f «x is taken as the independent variable
and given an arbitrary value, then the corresponding y is
to be found by substituting this value of x in the equation
and solving for . We have seen, too, that values assigned
to x that make vy imaginary, or causé y to assume the form
(constant) /o, are inadmissible.

y is called the dependent variable where x is assumed.
But if the values of y are assumed and the corresponding
values of x computed from the equation, then y is the inde-
pendent and x the dependent variable.

In Art. 20, the quantities g, b, ¢, p, are constants for the
same curve and can be looked upon as fixed numbers for
any one curve. By assigning different numerical values to
these constants, we shall start with different curves, but in
the further discussion, the particular values assigned are
supposed unchanged.

40
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In Art. 12,functions were classed as either “algebraic ” or
“transcendental.”  Certain symbols, f(x), F(x), ¢(x), etc,
are used to denote functions of x. ~Thus f(x) read, “func-
tion of «x,” indicates any expression that contains x. If
f(x) represents a particular function as (2 &° + ax + b) at
the beginning of an investigation, it must retain this same
form throughout the investigation. It can be supposed to
have any form at the start. Similarly where f(x), F(x),
¢(x), etc., occur in the same investigation, each function is
supposed to retain the same form throughout the investiga-
tion. When used together, they may be read : small f func-
tion of «, large I’ function of «, phi function of x, etc.

When two variables as x and y occur in an expression,
the notation f (x, ¥), read function of x and y, is employed.

f(x,9) = o1is called an émplicit function, and either vari-
able is said to be an implicit function of the other. When
the equation is solved for either variable, this one is called
an explicit function of the other.

Thus take the equation of any conic, referred to its vertex as
origin and axis of the curve as the x axis ((5), Art. z0) ) —
2 Ax — Ba® = o. This may be written for brevity, / (x, ) =
o and either x or yis an implicit function of the other; but
when solved for y, y = + Vz Ax +Ba% it is in the form
y = F(x) and y is an explicit function of .

If f(x) denote a certain function of «, then f (o), f (1),
f(2), f(h), f(x + h), denote respectively the values of
f(x) when x is replaced in the given function, by o, 1, 2,
h, (x + h) respectively.

Thus if / (x) = a® 4+ sin &, f(0) =0+ sino=o0; f(1) =1
4sin 1 = 1 + sin 54°.3 nearly; f(2) = 4+ sin 2 = 4 + sin
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114°.6 nearlyy f (%) = 722+ sin 45 f(x + %) = (x + £)* 4 <in
(x + Z£). Similarly,if f(x, 9) = — )4 f(1,2) =1 — 22 = —
33 (2, 1) =2 — 1 = 1; substituting 1 for x and 2 for y in the
given function to find f (1, 2), etc.

Be careful to use the comma between x and y in f(x, ) and
not write it /' (x. ), which means the result of substituting the
product (x y) for x in f ().

1. Iff(x) = log x, f(xy) = £(x) + f(») and f<§) = f(x) —
S Q)

2. If f(x) = & — x + 1, find f(—1), f(0), f(2).

3. If f(«x), in turn, = sin &, cos «, tan x, cot x, sec x and

cosec x,; write the values of / (g), S G), S (=).

4. If f(x) = & log x, write down, £ (1), £ (+?), f (), S (ax +
A), f(sinx). Is f(—y)real?

5. If f(x, y) = «® — 3*, prove f (cos 6, sin 6) = cos 2 6 and
S (sec 6, tan 0) = 1.

23. Limits. The student has met with the notion of
and the necessity for a limit in geometry. Thus, although
a polygon inscribed in a circle can never coincide with the
circle, yet the area of the circle was found to be the con-
stant quantity which the area of the polygon could be
made to continually approach and differ from by any posi-
tive quantity other than zero, however small, provided the
number of sides of the polygon was sufficiently increased.
This constant is known as the limit of the area of the
polygon and is m @, where g is the radius of the circle.
The method of limits, in this case, enabled us, from a known
formula for a variable magnitude, to deduce an expression
for a constant magnitude that the variable magnitude could
never attain. All the other cases where the method of
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limits was employed-in Plane and Solid Geometry were of
this kind, and the student can not do better than to review
them.

In Algebra, too, the method of limits was employed, and be-
fore taking up the subject formally, some examples from Alge-
bra will be given.

ExaMPLE 1. A proper fraction can be represented by 1 /(1 4 2),
where « is a positive number. By the binomial formula, (1 +
a)* >1 + na, n being a positive integer.

) Tt
(a4 a)n 1+ na
Using the notation of Art. 14 (which see) it is obvious that
as 7=, 1/ (1 + na) = o, Art. 15;

I n
.. = 0 as 7 = ™.
<1+a>

The unattainable limit, which the proper fraction raised to
the #™ power, approaches indefinitely, is here zero. Using the
abbreviation Zm for limit, the notation employed to express the

above result is,
. I ”
lim > = o.
<I +a 7=

ExampLE 2. If o is a finite quantity, which, according to the
law of its variation, can be made to differ permanently from zero
by as small a quantity as we wish, then ca is such a quantity,
¢ being a constant. For if £ is any positive number other than
zero, however small, then by hypothesis a can be made less
than %/¢ .. ca can be made less than %2 .. as 2=o,ca =o.
In the language of limits, if Zm a = o, then Zim ¢ a = o.

a is called an infindtesimal, whick is thus a finite quantity whose
limit is zero. Similarly, ¢a is an infinitesimal. An infinitesimal
is thus not zero nor some very small constant, but a variable
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that can become permanently smaller than any-number other
than zero, however small that number is taken. Thus in Ex. 1,

I\, P
< ) is an infinitesimal.
14 a
ExampLE 3. From Algebra, the sum of # terms of the geo-
metrical series,

atar4 a4+ ...+ arm Y
. a— ar a a "
is, — = — .

1—7 I — 7 1 —7

When » < 1 numerically, i.e., when 7 is a proper fraction,
~o0asz= by Ex. 1.

Hence by Ex. 2,< ) 7" =0 as 772 = o®

a

dim e+ ar a4+, F e =

nto 1—7
This operatibn is often called summing up the infinite series.
Strictly, it is finding the limit of the sum of 7 terms as » indefi-
nitely increases.
EXAMPLE 4. As an application of this formula,

. 1 1 \* ! 1
llln[1+——|——+...+<—> = ;= 2.
n=ow 2 4 2 I—3

n—1 3
lim [é_ +3 43 4 .+i(1) ]= s _ 1
n—ow| IO I00 1000 IO \10 I — 39 3
or 0.333 . . . 3 approaches indefinitely 1/3 as.the number of
decimal figures is increased: a result otherwise evident from
division,

. sinx
ExampLE 5. To prove that, lim = I.
' . r=o tanx
. sin x .
Since, —— =cosw andcos x =1 as x = o,
tan x
sin x| sin x

RR = 1 asx = o, or, lim =
“tan x r=o tanx
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Note the steps here:

(1) It is seen that as « approaches o, sin x/ tan x approaches
1, since its equal, cos x, approaches 1.

(2) x can be taken so near o that for this and values still
nearer zero, the difference between sin x/tan x = cos x, and 1
may become and remain less than any given positive number,
other than zero, however small.

When these two conditions are satisfied, 1 is said to be the
limit of sin «/tan x. The formal definition is but a generali-
zation from this example.

24. Definition of a Limit. If, as the argument x ap-
proaches a fixed finite value a, the function f (x) approaches
a fixed finite value A ; further, if x can be taken so near a,
that for this and all values of x still wearer a, the numerical
difference between f (x) and A may become and remain less
than any given positive wumber, other than zero, however
small ; then A is said to be the limit of f(x).

In the special case where f (x) approaches 4 when x = o,
then it must be shown that x can be made so large (but
finite) that for this and all greater values of x, the differ-
ence between f (x) and 4 may become and remain less than
any given positive number, other than zero, however small.

The brief notation employed for the two cases is, as given
in the examples above,

lim f (%) = 4; limf(x) = A.

On referring to the definitions of the symbols # = @, # = «
in Art. 14, it is seen that the first can equally be written Zm
% =a; but the second can not be written lim # = oo, since no
finite quantity # can be made to differ from « by a finite quan-
tity, much less one which approaches zero indefinitely.
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The definitions are silent as to whether the function
reaches its limit or otherwise. As a matter of fact, the
theory of limits was invented especially to meet the-cases
where the variable function did not reach its limit ; but for
the sake of generality, it is well to include all cases. Thus
sin x/tan x as x = 0, does not reach its limit 1, but takes
the form o/o when x =o. The same function actually
reaches its limil, é Nz as x =T Again, a function may
increase or decrease in approaching its limit, or it may
alternately increase or decrease in nearing it. Thus in

Ex. 5, above, the function increases towards its limit,
whereas in Ex. 1 the function decreases on approaching its

limit. The function , where # is a positive whole

n
number, is alternately plus and minus as # = oo, according
as » is even or odd, so that it oscillates about its limit zero,
being alternately greater and less than its limit. Here the
conditions of the definition are satisfied, for a value of »
can be found, such that for this and all greater values of #,
the numerical difference between 1/( — 2)* and o can be-
come and remain less than any positive number other than
zero, however small. This follows from Ex. 1, above, since
it was shown there that '

lim <i> = o.
nt=0 \2
ExampLE 1. Refer to Art. 15 and show that for @ > 1,

lim &® = o;
& =—00

also to Art. 13 and prove that

lim <i> — o,
X =00 X

and illustrate both cases with figures.
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. xr—at
ExampLE 2. The equation,
x —_—

= x + a, is true for all

values of x other-than @. The left member takes the form o/o
when & = ¢. It thus has no meaning and no definite value
when x = @. It has a definite limit, however.* TFor as x ap-
proaches a, the quotient approaches 2 @ and x can approach @
so closely that the quotient, or its equal (x + ), shall differ
from 2 @ by any positive quantity other than zero, however small.
Therefore, by the definition, the limit is 2 a.

a4 x4+ 12_(x—|—3) (x+4)_x+3_‘:

Exan . = =
KAMPLE 3 x»¥+2x—38 xF—2)(x+4) H£—2

Here, we can divide numerator and denominator by (x + 4)

except when x = — 4, for division by zero is senseless and
against the laws of algebra. As above, though, the limit o_f the
quotient as x = — 4 is 1/6.

Transformations are often serviceable in finding the limit of a
fraction that takes the form o/o for a certain value of «.

Vo — 1 \/x—l('\/a_c-l—l)_ '\/.Q_C'—l—l.

EXAMPLE 4. —— = =
Vx —1 X —1 X — I

The last transformation is true except when x = 1. As
x = 1, the quotient increases indefinitely. Its reciprocal ap-
proaches zero as a limit.

ExampLE 5. What is the limit of

4x2+2x+1

as x = ?
2x*+3x— 4

Divide numerator and denominator by x%;

+24-
. AT T e 4
.'.11@—3—;:;:2.
2t T

* See Art, 103 for the geometrical significance of such forms,
3 g g
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ExampLE 6. As an important case, consider the circular arc
ABC, Fig. 21, of radius unity, whose length in circular measure
is 2 . Divide it into two equal parts x =
AB = BC and draw tangents at 4 and
C, intersecting at D on radius OB pro-
duced. Let

¢ = chord AR = chord BC.
Then, since the radius is taken as unity,
. EA=EC=}AC=sin x
and AD = DC = tan x.

Fig. 21.

By geometry,
AC<2c<2x< AD + DC.

Whence, dividing by 2,

sinx < ¢ < x < tanx.

. sin x
The ratio of the extremes, s~ 05 % approaches 1 as a
limit as @ = o. Therefore, since ¢ and x are always intermediate
in value between siz x and fan x, and these approach equality
indefinitely as x = o, for a stronger reason, the ratio of ¢and x
to each other and to s x or Zan x, will each have for a limit
unity as ¥ = o.

Thus, lim =1, lim

x=o0 X - x=o0

sin x

= 1, etc.

Mo

25. Orders of Infinitesimals. In Art. 23, Ex. 2, an
infinitesimal was defined to be a variable finite quantity
whose limit is zero. B #s defined to be an infinitesimal of
order n with respect to a, n being positive but not neces-
sarily integral, zv/zef\z,

lim §= k,
a=0@
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where k is a finite number, not zero. Thus, when n =1,
B is of the same order as a; when » = 2, 8 is of the
second order with respect to a, and so on. In Ex. 6 of
Art. 24, sin x, ¢, x, tan x, are all of the same order by
this test, £ in this case being I.

Let B =1—cosa=2sin’}a
. {1 —cos . [sin L a\?
. lim ———2—a>:%hm< 12>=%,
a=0 a a=o0 za
. . [sinx
since lim = 1, Art. 24, Ix. 6.
x=o0 X

< (1 — cos o) is of the 2d order with regard to .

sin a (1 — cos a) wi

Of what order is (tan a — sin a) = c ith
0Ss a
respect to a?
We have,
tan o — sin a . I siha 1 — COSa
lim —————= lim . . Z
a=o0 o a=o0 COSa a o

=1 .1 %=1, by previous results.

<. (tan o — sin a) is of the third order with respect to «, since
the limit of its ratio to o®is finite. In taking limits here, we
have tacitly assumed Theorem III. of the next article.
RemARK. In modern books, the reciprocal of an infinitesimal
is called an “infinite,” which is certainly a most unfortunate

misnomer. By reference to Art. 15 and the graph of ;c; 7, in

Art. 13, it is seen that when x is infinitesimal, ie., a finife quan-
tity that approaches zero as near as we wish without ever becom-
ing zero,,that y is always finite, however large it may become.
It is never absolute infinity. By the definition above, it is called
an “infinite.”
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26. Theorems on Limits. To avoid repetition in what
follows, the variables, u, v, w, a, B, v, are all assumed to
be functions of x, and to approach their limits indefinitely
as x approaches g, according to the definition above. Let
us assume,

lim v = a, lim v = b, lim w = ¢,

lim a = o, lim 3 = o, lim y = o.

TreorEM I. If two variables be always equal, and each
approaches a limit, their limits are equal. That is,if u = v
for all values of x, as x = a, then lim u = lim v.

This is self-evident, for the two variables, # and v, pre-
sent but one value, and it is manifestly impossible for the
same value to tend indefinitely towards two separate limits.
This principle was tacitly assumed in some of the examples
above. '

The theorems numbered (1), (2), (3), below, will next be
proved. They are used to prove the more general theo-
rems that follow, and that include them as special cases.
To prove lim (a + B + v) = o, we have to show that (a 4
B + ) can become less than o, where w is a positive num-
ber as near zero as we please. By the definition (Art. 25),

a, 8 and ¢ can each be made less thang ;o(a+ B+ )

can be made less than ® ; hence by the definition, lim (a 4
B + v) = o. Similarly for any finite number of variables,
whether the variables are positive or negative.

(1) Thus is proved, the algebraic sum of a finite number
of infinitesimals has a limit gero.

(2) From Ex. 2, Art. 23, we have, the product of an
infinitesimal by a constant k has zero for a limit.
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(3) Itfollows, since B can be made less than any positive
number kand .. a B < ka, that the product of two infinitesimals
has zero for a limit. ~ Similarly for the product of three or more
infinilesimals. We can now prove certain general theorems.

Turorem II. The limit of the algebraic sum of any
finite number of functions is equal to the sum of the limils
of the functions.

Let the limits of #, v, w, be a, b, ¢; hence if a, B, v, are
certain infinitesimals,

#t=a+a0v=0+0w=c+y,
for on taking limits, since /im a = o, etc., we reach the
hypothesis lim u = a, etc.

Adding,

v+vtw=a+o+c+ (a4 B+ 7y).

But lim (a + B + ) = o by (1).

slim@u+v+w)=a+b+4c=1limu+limv 4 lim w.

Any of the functions u, v, w, can be positive or negative.
A similar proof holds for any finite number of functions.

TreorREM III. The limit of the product of any number of
Sunctions is equal to the product of the limits of the functions.

w=(@@+a) O+ P
=ab+afB+dataf.

By ‘(2), lim a3 =0, lim ba = 0; by (3), lim a8 =0

by (1), lim(aB +ba+aB)=o0
<. limuv = ab = (lim u) x (lim V).
Next, treating (uv) as a single variable, by the same law,
lm wy.. w=1lim (#v) X lim w
= (lim #) X (lim 2) X (lim ).
Similarly for the product of any number of functions.
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TreorEM IV. The limit of the quotient of two functions
is equal to the quotient of the limits of the functions, pro-
vided the limit of the divisor is not zero.

The proof is simple. Since,
u

= B 5

v
oo limou = lim i lim v,
by Theorem III. Hence dividing by lim v,
u limu

lim - = .
v limyvy

If lim v were zero, and lim u not zero, then u#/v = oo and
has no limit, which accounts for the restriction above. In
fact when lim v = o, division by it is inadmissible by the
laws of algebra.

ExaMPLE 1. X —1

lim =
Prove, JoPY e Y e

When x = 1, the fraction takes the form o/o, but on dividing
the numerator and denominator by V& — 1, the limit as w = 1
‘can be found. See Examples 2, 3, 4, of Art. 24. Also Ex. g
of that article for the case of a fraction that assumes the form
o0 /oo for & = 0.

ExampLE 2. The expression, N1 + x — vV, takes the form
0 — o0 when x = w. *But for x finite,

Vi 4+ x — N = —Ail--—_,
'\/I + x4 x
which tends to the limit o as x = .

ExampLE 3. Cosec 3 x sin 6 x takes the form .0 when x = o.

But it can be transformed into,
sin 6 x
(*5+)

sin 3 x\’
3x

O.

sin 6 x

6
singx 3
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whose limit as x = o is 2. Here we make use of Theorem IV.
and the fact proved in Ex. 6, Art. 24, that
. sinx
lim =1
x=0 X

EXAMPLE 4.
. xi—]—x?‘-i—x% . I—I—xfs"’—l—x% 1
lim = lim = — =1,
I

r=o x%—i-\gxé—i-x% x'=oxi—f—3x11’+1

Here we divide by the lowest power of x in numerator or
denominator.
ExaMpLE 5. Prove, lim sin 3« cot 2 x = 3.
x=o0
ExampLE 6. In Examples 3, 4 of Art. 24, find the limits as
X = 0.

. a
27. lim =na"~ !,
r=a —a

for all vational values of n.

This important result will be proved true for (i) na
positive integer; (ii) # a positive proper fraction and (iii) »
negative, but either integral or fractional.

(1) If nis a positive integer,

X" —a®
—_ n~1+axn—2+ azxn—3_'_. .+¢"_2x+(l”_1.

X —a

.~ since the limit of each of the % terms, as x = g, is a*~!;

by Th. II,, Art. 26,

no___ ,m
ad LA na® 1.

r=a ¥ —
(i) Let n = p/q, a positive proper fraction, p and q being
positive integers .*. p = ng.
If we put, x =1 a=
P — b
.x"—d” ynq_bﬂq_.yp_&P y—20b

x—a A gyt yT e
y—20
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Since y = b when x = a from the preceding equations,
we have to find the limit of the last fraction as y = b.
But by case (i), the limit of the numerator is pb?~! and

that of the denominator is qb?—?;
p—aq

at — a j?bp—q:]z i

a = na"® 1

.~ lim
s=a ¥ =@ ¢

by Th. IV., Art. 26.
(i) When # is negative, either integral or fractional,

say # = — m where m is positive,
x*—a* xT"m—a " 1 X" —a”
x—a  x—a  x x—a

The limit as x = ¢ of the last fraction is, by cases (i) or
(ii), ma™—1 ... by Th. III,, Art. 26,
n__ gt

.oox I
lim — = — —mad" "t = —ma""l = na" 1,
x=aq X — Q a

Thus the theorem is proved whether # is positive or
negative, whole or fractional. .

Cor. When (x, + &) is put for x and «, for @ in this re-
sult, whence x —a =%, + h — &, = h;

(e, + )" — x®
/2

lim = nx""1,
/i=o

an important formula which leads to the differentiation
of x.»



CHAPTER 1V.

DERIVATIVES, SLOPES, CONTINUITY.

28. Increments. If a variable changes from one value
to another, the amount by which the lafter value exceeds
the former, is called an increment.

Thus if ¥ changes from the value x, to the value x,,
(%, — x,) is called the increment of «x and is denoted by the
symbol A x.

Therefore, Ax = o, —

is positive when x, exceeds x,, negative when x, is less than
x,. Ax is read delta x and must be regarded as an indi-
visible symbol, A by itself having no meaning. When A %
is positive, x has increased algebraically in changing from
x, to x,; when Ax is negative, ¥ has decreased, so that x
has actually suffered a decrement; but in both cases, A x
is called an increment and its sign will at once indicate
whether it is actually an increase or a decrease. The in-
crement that any variable takes is similarly denoted by
writing A before it. Consider the linear function,
y=ax+ b;

then, if we start with a pair of fixed values of x and y and
afterwards suppose x to change to (x + A x), then y must
take a new value, which we shall call (y 4+ A ). These
new simultaneous values must satisfy the equation,

k Syt Ay=a(x+Ax) 40

Hence on subtracting, Ay =a . Ax.

56



56 A BRIEF COURSE IN THE CALCULUS. [Art. 28,

Similarly if, y =«
y+Ay=(r+Ax2=s"+2xAx 4+ (Ax)*
whence the increment Ay of y, corresponding to the simul

taneous increment A x of x, 1s
Ay=z2x+ Ax+ (Ax)%

If Ax is assumed to be positive, as it will be hereafter
unless specially noted, the sign of A y will indicate whethe
it is an actual increase or a decrease. In the last example
it is plus if x is positive, but it will be minus if x is nega
tive and 2 x - A is numerically greater than (A x)®

In Fig. 22, let the equation of the curve PQCD be
y = f (x), (Art. 22).

If v = OM,y= MP = f (x), and if MN = Ay

IYFAYy=NQ=/f(x+Ax)
S AYy=RQ=/f(x+Ax) — f(x).

In this case A yis positive.

(4]
P AY
R
ay
) e o
AT
Y+AY
Y
Y Y+AY
€ AT AL
° ™M N A B X
i
l< o 4
]
Fig. 22.

But ifx = OA and Ax = AB
y=dAC =f()
Y+ Ay =BD =f(x+ Ax)
Ay=BD—AC—= — EC =f(x + Ax) —f(x)
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and Ayis found to be negative .. — Ay = EC, i.e, (—Ay)
is the positive number representing the length of EC.

The notation above is very important and should be
thoroughly mastered. For brevity in the examples below,
put & = A x in the right member.

ExampLe 1. Let y = f(x) = ax® + bx + .
Call x + A x and y+ Ay, simultaneous values of xand y and
put 2 = A x, where convenient.

St Ay)=flrtAx)=ax+ )+ b+t
= (ax® + bx + ¢) + 2 axh + al® + b
LAYy =fx+Ax) — fx) = (2ax + b) k4 al®

ExampLE 2. Let y = aa®, y = ax*; find A y.

ExampLE 3.
1 1 1 Y
fy=—Ay=—— — = — ———
Iy z 07 x+hr % x (x + A)
EXAMPLE 4.
Y

Fy=NwmAy=No+s—Vo=— "o —.
7 B vt * Nx + &+ Vx

These algebraic results are true whether a graph is implied
or not.

20. Derivatives. Let us begin with an example. In
Ex. 1 of the last article, divide both sides of the final result
by 4 and replace 2 by Ax in the left member, from con-
siderations of symmetry. We find,

Ay fl+Ax) — /()

= Ay =2ax+ 0+ ah

When Ax = h = 0, this ratio takes the form o/o and
has no definite value. There is then no ratio and the
result of such a substitution is meaningless. But, as in the
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many examples of Arts. 25, 26, 27, of functions that
assumed the form o/o for certain values of the variable,
this ratio has a limit as Ax = h =0; and this limit, that
the ratio approaches indefinitely but never reaches, is
evidently 2 ax + b. This limit is called the derivative of y
with respect fo x and is written,

Y _ lim Ay = lim S+ Ax) —fx id

[lx_Ax_;_oAx Azx=o Ax

= 2ax + b.

We can find the limit of the right member by putting /z = o,
since in this example, it can reach its limit ; but the right mem-
ber must be considered in connection with the left member
which cannot reach its limit (see in this connection the examples
of Arts. 25,26 and 27). Hence we say, asZ = o, (2 ax + b +-ak)
= (2 ax + &), but never reaches it, since we cannot make /2= o
in the left member and hence cannot consider the possibility in
the right member.*

The expression,
lim f(x+ Ax) —f(x) ’

AzxZ=o Ax

is (in symbols) the definition of the derivative of f (x), taken
with respect to x as the independent variable, f (x) being
any function whatsoever. In words the process indicated,
which is called differentiation, is as follows :

(1) Give to xin f (x) an arbitrary increment, Ax ;

(2) Subtract the first value f («x) of the function from
the new value f (¥ + A x);

* By Theorem IV., Art. 26, we are not authorized in writing,as Ax = o,

since the case where the limit of the divisor is zero was especially excep{ed.
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(3) Divide by the increment of the independent variable
(Ax);

(4) Finally, take the limit of this ratio as the increment
of the independent variable tends indefinitely towards zero.

The result is known not only as “the derivative,” but as
«the differential coefficient’’ or ¢“the derived function ;”
and the notations employed, besides that just given, to ex-
press the derivative of y = f (%) with respect to x, are,

dy o Ay o Af(x)
x = Dy = lim gy = Def() = i S

y =f"(x).-

d . - .

The first, dl (the notation of Leibnitz) is most used,
o

since it is an exact reminder of the operation,

. Ay~
Ty
that has been performed. To a less extent is this true of
D,y. However, this is often the best form to use, partic-
ularly if the sub x is dropped, the independent variable
being always understood to be x when the function is a
function of x.
The notation is similar when different letters are used.
Thus if u = f (1), its derivative with respect to 4, would be
expressed by,

a 4
‘ﬂ%’ Dy J:I'E‘t) y D (%), ”’7f’(t>

and similarly for the other forms; x being here replaced
by ¢ and y by u.

Apply the process indicated above to find the derivative
of y = cos «, using as before h for A, for brevity.
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Yy = cosx

Y+ Ay =cos(x+ A
Ay cos(x+/4A) —cosx sin %
"Ax 7 Y

/Zsin (x+ L 7)),

on transforming cos (x + %) — cos x by use of the formula,
cos 4 —cosB = —z2sin} (44 B)sin § (4 — B)

and dividing numerator and denominator by 2. Then, since

we have on taking the limit as s =o.

dy lim Ay .
{_Z;—‘Axioﬂ”‘ — Sin x,
for, lim sin (x + } /%) = sin «.
h=o

The further consideration of transcendental functions
will be deferred to a subsequent chapter.

ExaMPLE 1. From the results of Examples 3 and 4, Art. 28,
prove,
. 1 ay N
lf, Y= ;C-" [7.—96‘ = ? )
. ady I
if = \x, = = .
’ Y dx  2N=x

ExampLE 2. Find the derivatives, with respect to x,

of x, mx+b ax’, ax®*+ b, ax®, ax®—b,
2 a

2% p e Aw— a2
X X X

., du
ExampLE 3. Find 7 when # = iﬁ, 2 — 214, Vat.
“ 4

ExXAMPLE 4. The derivative of a constant is zero,
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30. Derivative of a Power. It was shown in Art. 27,
corollary, that, v
lim (x + Z2)" — &*

ito y = 72x" 7L,

But this, by definition, is the derivative of x"
Therefore if v = x~,

ﬁ:D“u:

du d é:n) =D, (x*) = nx"1,

This result was shown in Art. 27 to be true whether
is positive or negative, integral or fractional.

In words, the derivative of a variable base affected with a
constant exponent, is the product of the exponent and the
base with its exponent diminished by one.

Apply this rule to finding the derivatives of Exercises 1, 2, 3 of
Art. 29, noting from Ex. 4 that the derivative of a constant is zero.
Where the radical sign is used, change to fractional exponents,

d (1 _n’»(x”‘l)__ s I
ix@— s

dx 22’
DNx = Dxt =

S L S
—XxT7 = )
2 2 X
Dx=a°=1; D (mx+0)=m; Dax* =2 ax;

D@x®*+0) =z2ax; D(ax®) =3ax*; D (ax®—0b) = 3ax?;

DEi_Drax1— 2. p(2_p)= -2,
x X2 X x2
@ a I

Dﬁ-ﬁ:%t; D, (2 — 28) =3 — 2

1 1 a
Dt\/a—xzpta%ff:gazz *=l\ﬁ.
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I, ()= B, f () = 3o 3

S(x) = jﬁ:zx_%,f'(x): — 327}
S = % —ax } f (%) = _g ax Y
B SO 3
U= -?;: A5 u = — 5a% % = _;-. aZ;A
= %: y —di,j}}n)=ny”—‘5
x—_—y% x’~§§;_§y%.

. LAy,
Remark. The expression for a derivative, [—é is to be re-

garded simply as a symbol (not to be divided) and not a frac-
tion &y + dx.
@

. Ay
Y _ tim 22,
Also dx Aintzlo Ax’

but the right member can not be written

limAy o
limAx o’

for although by Th. IV., Art. 26, the limit of a quotient
is equal to the quotient of the limits, in general, the case
where the limit of the denominator is zero, was expressly
excluded ; besides the result is meaningless. The false notion
though evidently gave rise to Bishop Berkeley’s celebrated
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witticism, that “dy and dx were the ghosts of the départed
quantities Ay and A x.”” Verily there is no other logical view
to those who believe that A y and A x become changed, as they
become ¢ evanescent,” in some mysterious way, into &y and-dx.

Later on Z—fc will be regarded as a fraction, but for the present,

. d .
treat it as a whole. In fact o stands for an “operator” like
D,, so that,

4 = _Y
Ze N =D () =

the symbol indicating differentiation with respect to x of the
function.

31. Derivative as the Slope of a Curve. In Fig. 23,
let CPQ represent the locus y = f (x). Draw perpendicu-
lars PM, QN,from two \
points on the curve P, |, Q
Q, to the axis of x ; also c ay!
draw through P a line
parallel to the x-axis R
tomeet NQin R. The viay
tangent to the curve
at P, AP makes the o = E
angle XAP = 0 with
the x-axis.

If OM = x, then
MP =y =f(x); also if MN =Aux, then NQ =y +
Ay =f(x+Ax). Hence PR=Ax and RQ =Ay =
flx + Ax) —f(x),

.. tan RPQ=

Ay [flx+Ax) —f(Ax)
Ax Ax
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As Ax= o0, Ay~ o; N approaches M and Q ap-
proaches P indefinitely ; the secant BPQ approaches the
tangent at P, AP indefinitely; for by definition, the tan-
gent AP is the limiting position of the secant BPQ as
Q approaches P indefinitely. Moreover, tan RPQ = tan
XBP, tends to a definite limit, fan XAP = tan 0, when its
equal A y/ A x tends to a definite limit.

Hence taking limits of the above equation as Ax = o,

by Th. I, Art. 26,
N Y,
tan 6 = 27 = £’ (x).

As before observed, Ax and A’y do not become zero,
for then the ratio A y/A x is meaningless; hence it would
be inexact to say that Q actually reaches P or that the
secant PQ takes the
— = position of the tangent

NP at P.

In Fig. 24, if OM
=x and MN = Ay,
| yaln ) then MP = yand NQ
S AR =9+ Ay (Art. 28);

0 M N B AN hence Ay = NQ —
MP = — RPorAyis

Fig. 24. .
¢ a negative number,

Y

However, remembering that tana = — tan (180 — a),
—RP Ay
tan ABP = — tan QBM = — tan PQR = R0 T Aw
As Q approaches P indefinitely,
Ay, &

A x = o, tan ABP=tan XAPandZ\—xZ Y
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Hence taking limits as A x = o, by Th. I. (Art. 26),

ay
tan 6 = T’
as before.

Hence, whether y is increasing or decreasing, the slope
tan 6, at the point (x, y) is always the derivative of the

ordinate with respect to the abscissa at the point in question.

Some authors prefer to regard the tangent line in Fig. 24, as
making a negative angle XA 7" with the x-axis, which leads to the
same result, since, if XA 7 is negative, by trigonometry, Zn
XAT = tan XAP = tan 6.

In the figures, A x was taken positive; if Ax were taken
negative, ze., if Q is to the left of /7, we derive the same formula
tan 6 = % , for the slope. In general the expressions de-
rived for Zaz 0 are the same whether Q is taken to the right or
left of 7, but in very rare cases they may be different, as is
illustrated in Fig. 25. In such cases
the slope is said to be *discontinu-
ous,” as it jumps suddenly from one
value to the other. 01 0

ExampLE 1. As an illustration
of the use of the formula, the slope
of the parabola 4y = x* (Fig. 4) at the point (x, y) is,

Fig. 25.

dy 1
tan = — = -«
n ax zx
Atx = — 2, — 1,0, + 1, + 2, the slopes are, — 1, — }, o

+3 41

Hence, the tangent line to the left of the origin makes an
obtuse angle 6 with the axis of x; at the origin, through which
the curve passes, the tangent line coincides with the x-axis; to
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the right of the origin, the slope is always positive. At (— 2, 1),
tan@= —1..0 =135°; at (+2,1),4en 0= + 1 .".0 =45°

ExaMpLE 2. The slope of the straight line y = mx + & is,
[lj—i’ = m, or independent of x, a result known beforehand. For
all other loci, the slope is a function of x.

ExampLE 3. The x derivative of y = cos x» was found in
Art. 29, to be (—sin x) .. tan @ = — sinx. What are the
slopes at x= o, 7/6, w/2, w, 3w/2?

The graph of y = cos x is given in Fig. 13, Art. 17. The
results may be roughly checked by it. The numerical values
of Zan O can also be read off from the curve of sines.

e

ExAMPLE 4. The locus y = ", has the slope

m -t

7

tan 0 = — x
7

Consequently when 7 > 7, the slope is always zero at the
origin, Ze., the x-axis is a tangent to the curve there.

m . .
When 7 < 7, <; — 1) is negative ... asx <= o, tan =0,

or the y-axis is tangent to the curve at the origin.

m
This equation y = x” represents a whole family of curves.
Any numerical values may be given to z and ». Thus if 2 = 2,
n =1,y = &% the common parabola; if m = 3, 7= 1, y = &?,
the cubical parabola; if m = 3, » =2, we have y = «?, the
semi-cubical parabola.

- ExampLE 5. Discuss the slopes of the parabola 3% = 4px
(Fig. 16, Art. 20) and of the hyperbola y = 1/x (Fig. 9, Art. 13)
as # = o and as x = oo particularly. In y = 1/x the slope
=—1/a®=o0as x=c0 and since y = oasx = w0, it is seen that
a tangent to the curve at any point (%, ), as x = , approaches
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the x-axis as a limiting position. Similarly is the y-axis the
limiting position (never attained) of a tangent at (x, y) as
¥y =w. As we have seen, these axes are asymptotes as defined
in Art. 14.

From the results above, another definition can be given to an
asymptote.

An asymplote is the limiting position of a tangent to an injinite
branch of a curve as the point of tangency recedes indefinitely from
the origin.

There is, of course, no limiting position for the tangent line,
unless it crosses the axes, or at least one of them, at a finite
distance from the origin; hence an asymptote must cross either
axis or both, az tke origin or at a finite distance from the origin.
An asymptote may be parallel to an axis, as in Figs. 10, 13 and
14. Has the parabola 3% = 4 px an asymptote ?

32. Increasing and Decreasing Functions. We have
seen from the graph of y = f (x), Figs. 23 and 24, suppos-
ing Ax always positive, that f/(x) is positive when A y is
positive and negative when A y is negative. The converse
is likewise true. For since,

. Ay

lim —= = f"(x

Axzo AX 7@,
we must have, from the definition of limit, before limits are
taken, A
Z—Z = f’ (x) +a

where a is a (positive or negative) variable whose limit is
zero; for on taking limits, we are conducted to the pre-
ceding expression. Taking A x positive and noting that
when A x is small enough, a can be made as small as we
wish and therefore numerically less than f” (x), unless f’ (x)
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is zero, we observe that the sign of f’ (x) + a and, there-
fore, of Ay, for sufficiently small values of A x, will be the
same as that of f/ (x). This proves that Ayis 4 when
f (%) is 4, but A y is — when f’ (x) is — ; hence y = f(x)
increases when x increases if f' (x) is positive, but decreases
when x increases if f' (x) is megative, algebraical increase
being understood.

Thus in Ex. 1, Art. 31, 4y =%y = f(x) =1+ & .-
f' (x) =%« Hence yor f(x) decreases when x is negative,
as x increases algebraically, since f” (x) is then negative, but
y = f(x) increases when x is positive as x increases. f(x)
is thus a decreasing function for x negative, but an increas-
ing function when x is positive. To find the point where
the decrease ends and the increase begins, put f’ (x) = o.
In this case f’ (x) = o at the origin; hence y = f(x) = 0
is the minimum value of this function. Repeated applica-
tions of these principles will be made in the chapter on
maximum and minimum values of a function.

It must be evident to the reader that the derivative can
be of great aid in constructing the graphs of functions.

Remark. It is often a practical necessity or a convenience
at any rate, to plot the ordinates to a different scale to that used
for the abscissas. Suppose the unit of distance for the ordinates
to be 10 times that for the abscissas. '

The slope of the curve y= f (x), as given by the formula
£’ (%), must now be multipiied by 10 to agree with the slope as
found from the graph as thus plotted (see Art. 39). = Similarly
for other cases.

33. Continuity. An abscissa x is said to be contin-
uous between x = ¢ and x = b when in changing from
a to b, it takes once and once only, every value from a to
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b.  Generally speaking, a portion of a curve is continuous
when there are no breaks in it or sudden jumps, up or
down, and no part of it where y = o as x = a (a definite
value). Before giving a precise definition, let us consider
some cases of discontinuity.

The function y = " ¥ has a definite value for every
X .

finite value of x but x = o. The limit of sin x/x as x =0
is 1, but the function is not defined for this value. There
is consequently a break at x = o and the function is dis-
continuous there.

Part of the locus of,

I

2 — 3%
J == 3,
I — 3%

is shown in Fig. 26.  The simultaneous values of (x,y), (— 1,
2%), (—% 2%), (5 %), (1, §), (2, — .37) are quickly computed.
Then observe that ’
when «x is negative

1
andx=0,3=0 ..
y= 2; butwhenwxis
positive, on dividing
the numerator and
denominator above

I

by 3;, then as

Y

)

x .

x =0, o and

w

. I
Y= |
There are consequently no definite values at x = o and

further, as x changes from a very small negative number

I

|

= I, Fig. 26.
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to a very small positive number, y changes from a value
near 2, to a value nearly equal to 1. The important point
to note is, that as this increment of x tends indefinitely
to zero, the change in y does not tend to zero, but to a
finite number 1. 1
Let the student construct the graph of y = 3” near the
origin and similarly discuss it. Observe in this case (Fig.
26a) that for x negative,
of” | y=o0asx=0; but for x
- positive y = w0 as x= 0.
_ There 1is consequently
 discontinuity. If Ax is
taken across the origin,
Ay=o as Ax=o0;
whereas for a continuous
curve, we should have,
AN Ayz=oasAx= o
" The graph of 1/x (Art.
13, Fig.9) similarly shows
discontinuity at x = o,
the jump here being from
a very large negative
value to a very large positive value. Similar conclusions
hold for theé graphs of fan x and sec x at x = m/2, 3 7/2,
efc, and for the graphs of cof x and cosec x at x = o,
m, elc. (Figs. 13 and 14, Art. 17). We conclude from
these examples that a function f(x) is* discontinuous at
x =2, (1) when f(x) is not a definite finite value;
(2) when f(x) tends to different limiting values according as
x approaches x, from the right or left respectively ; (3) when
f(x) = asx=x,. Thisisincluded in (). If any one

o N oo

—~
5 —|

=
o
bed

Fig: 26a.
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of the three tests obtains, the function is discontinuous.
A function, f(x) is said to be continuous for x = x:
(1) When f (x,) is a definite finite value ; (2) when,considering
fwo points on the curve (x, y,), (%, + Ax, y, + Ay), it is
possible to take Ax so small, that Ay (numerically) can be
made less thaw awy assigned quantity other than zero, however
small ; or more briefly, Ay =0 as Ax=o0. The latter test
is sometimes given in the form,
;lilfof("ﬁ +Ax) = Alirzo()ﬁ"i’ Ay) =y =S (%).

It is understood that A x can be positive or negative. A
portion of a curve is continuous when the two. require-
ments above are fulfilled for every point on the portion.
At the left end, Ax must:-be taken positive, at the right
end negative, in applying test (2).

34. Continuity of the Elementary Functions. The
function y = %", where » is a positive integer, is continu-
ous. Thus putting A=Ax y+Ay= (x+ k)" =
x" +nx*~"*h+4+ . . + k* by the binomial formula .-
Ay=nx""1h+ ... + k'; whence Ay~oas h=o,..
since tests (1) and (2) are fulfilled, the function is con-
tinuous.. It is evidently the same for ax” and for the
rational integral function,

ax® + bx" 4 .. Fpx+ ¢

where a, b, . . . p, g, are constants (Art. 26, Th. II.).
Also, by Theorems II. and IV,, the rational fractional

function,
ax® + a4 .. +a,
bam 4 b A L+ b,
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is continuous. For calling this function, fo) , it is seen
x

from the above that,

lim S, + Ax) — lim f (%, + Ax) =f (%) .
Ax£o¢(x1+Ax) 11m¢(x1+Ax) qS(xl)

The trigonometrical functions are continuous for all
values of the angle except for the points of discontinuity
before noted. This may be seen from a consideration of
the continuous changes in the line values on a unit circle
as the angle increases or decreases. The application of
the above method to y = cos x will suffice to illustrate the
analytical treatment. In Art. 29, we found,

Ay= — 2sin ;4 sin (x + } 7).

Here sin (x 44 /) can never exceed unity and sin 3% = 0
as h=o0, .. “it is possible to take % so small that the
numerical value of A y can be made less than any assigned
quantity, however small”; hence y = cos x is continuous
for all values of x.

It is beyond the scope of this work to prove the con-
tinuity of o” or log x. The interested reader is referred
to Lamb’s Calculus, pp. 35-48. From the graphs, Art. 16,
Fig. 11, it might be inferred that ¢* is continuous for all
finite values of x and that Jog x is continuous for all finite
positive values of «x, but discontinuous for x = o.

If a function has a “unique” derivativeAlim ii
same value for the derivative whether A x is a plus or
minus quantity, it follows that A y = 0 asAx = 0; hence a
Sfunction that has a unique derivative is continuwous. The

» or the
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same value of y must be used in computing Ay for
A x positive or negative.

It may be observed, that in constructing the graphs of pre-:
ceding figures, by plotting a few points on the curve and sketch-
ing, with a free hand, a shapely curve through them, it was
tacitly assumed that the functions were continuous for the
range considered. The assumption can easily be verified, for
all the functions considered will be found to have ¢ unique?”
derivatives, except at the few isolated points noted. If on any
curve, y = o as x = &, then & = ¢ is an asymptote parallel to
the y-axis; hence since an asymptote is the limiting position

of a tangent (Art. 31), the slope % = w as x =« Thereis

consequently no derivative a# x = @, the point of discontinuity.
ExaMpLE 1. Roughly sketch the graphs of,

y=afy=a"by=a""
ExamprE 2. Find the derivatives of,
I x4+ a I 2
+ =,

x+a’'x—a FF—a x—1
and the equations of the asymptotes.
ExaMpLE 3. Write the equations of the asymptotes to,

2x 2%
vl A el
by the method of Art. 15 (Lamb’s Calculus, p. 31).
ExampLE 4. If [f(x)=a*—6a2+9x4 3,
F@=3-3@E—1)
.. the tangents to the graphs at « = 1, # = 3 are parallel to
the x-axis, since f/(¥) =oatwx=1 or x=3. If x <1/ '(x)
is +3if 1 <x<3, f(x)is —; .. f(x) is increasing when
x < 1 and begins to decrease when x exceeds 1 slightly
(Art. 32). Hence f (1) = 7 is a maximum value of f (x). Prove
similarly that /(3)=3 is a mmimum value of f (x).
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ExampLE 5.7 Prove that the minimum value of y=4
+ (x — 1)? occurs at x=1, by inspection and also by using
derivatives.

ExaMpLE 6. If f(x) =22 —9x — 242+ 6, show that
f(x) increases when » < — 1 and decreases when x lies be-
tween — 1 and 4. For & > 4, f (x) increases. .. f(— 1)isa
maximum, f (4) a minimum value of / (x).

ExaMpLE 7. -At what points of the parabolas, 3% = 4 px,
y = &%/ 4 are the slopes + 1, — 1?

Exampre 8. The straight line y = x intersects the parabola
32 =4x at (o, o) and (4, 4). Prove that the tangent to the
parabola at (o, o) is perpendicular to the axis of x and hence it
makes an angle of 45° with the straight line there. What is
the tangent of the angle between the straight line and tangent
line to the parabola at the point (4, 4)? See Art. 11, Ex. 12,

Ans. 1/3.

ExXAMPLE 9. Prove that y = 4« is a tangent line to the

parabola y = 4 + a? at (2, 8).

35. Differentiation of a Function of a Function.
Let y=F@ ... ()
where w=f(x)...(2)

F(u) and f (x) denoting given functions of # and x respect-
ively, that remain the same throughout the investigation.

If (2) were substituted in (1), ¥ would be expressed as
some function of (x), say,

y=¢x ... (1)

x, ¥ and % having the same values in (1), (2) or (3). If we
change x to (x + Ax) in (2) and (3), » will change to
(# + Awu) in (2) and (1) and y changes in (1) and (3) to
Y+ Ay,
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‘We have identically,
Ay Ay Au
Ax Az Ax
Note now from the assumptions above, that as A x = 0,
Ag =0 and Ay=0. Therefore taking limits as Ax =0,
by Th. I. and III,, Art. 26 and Art. 29,

dy dy du
xdn dax @

In this formula, Z—Z is the derivative of » with respect to
x as the independent variable, found by differentiating (2)
% is the derivative of y with respect to % from (1), just as
if # were independent. Consequently, the left member,
Z_i or by (3) the derivative of y with respect to wx, can be
found without actually forming (3).

ExampLE. Let y=14% u = cosazx,

. Q—zu du .
. du— y Zx————smx,
LY _dy  de o
S e T ap— T 2sinxcosxy = —sinzax.
36.. Derivative of [F (x)]"
Let u=F(x),y=1u=[F@x].
. d”_ Y d}’_ n—1
..Ec—-ﬁ'(x)n,%—nu ,
CA[Fx)] dy  du AP

Thus, the derivative with respect to X of [F (X)]* is equal to
n times, the quantity in the parenthesis to the (n—1)™ power,
multiplied by the derivative of the quantity in the parenthesis.
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Apply this rule to the example above:
[—Z—c (cos x)? = 2 (cos x)271(— sin &) = — sin 2 x.
Similarly,
a n\m n\ym—1 n—1
ﬂ,—x(a-i—&x) = m (a 4 bx") nbx™ 1,

L mz (1Y) (=309 = — 6 (P ).

A commonly recurring case of the above formula is that
corresponding to # = 1/2, which deserves a special rule.

ANF@) _dF@)F _ F@)
dx dx 2 NVF(x)’

or the derivative of the square root of a function is equal.to the
derivative of the function divided by twice the square root of
the function.

— 2 bx

T e
EXAMPLE. D, Na — bx P oy

By the first rule,

Dx\/_l*;;z =D, (a— bx2>_% =—3%(@— bxz)_§(_ 2 bx)
a —_—

— —-&x .

(@ — ba?)t
37. Let y=u+G¢

u being a function of x and C a constant. Giving x an
increment Ax, # becomes u + Awu and y, y + Ay,

Syt Ay=u+Au4+C . Ay=Au
Ay Az dy du

Ax Ax " dx dx
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Thus, an additive constant (C) disappears in differentiation.
Hence shifting a curve bodily, parallel to the axis of 7,
does not change the slope.

Also, two functions which differ only by a constant have
the same derivative. This theorem, and the next two,
have already been seen, in Art. 29, to follow from the general
rule for differentiating. It is well to formally state them.

38. If u, v and s are functions of x, and

y=u+v-—sj;
when x changes to x + A x,
yH+Ay=(u+Au) + (v+ Av) — (s + As).
Whence, on subtracting the first equation, dividing by A x
and taking limits, as A x = 0, we obtain, Art. 26, Theorems
I. and III,,
dy _du_dv_ ds
dx dx 'dx dx°
Hence, the derivative of the algebraic sum of lwo or more
Sfunctions is found by differentiating each term separately and
adding the results with their proper signs.
39. If C isa constant and # a function of x, then on
changing x to x + A x,

y = Cu,

becomes, y + Ay =C (u + Aw).
Ay=C.Au.

Ay Au

ar~ Can

whence, taking limits as A x = o,

dy du
ax~ Cax’
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Therefore, a constant factor will appear as a factor in the
dertvative.

If y = f(x) represents a locus, then y = Cf(x) repre-
sents a new locus, each of whose ordinates is C times the
corresponding ordinate of the old locus. The theorem
shows us that the slope of the new locus, for the same
value of x, is exactly C times that of the old locus (Art.
32, remark). Also, when C is positive, if C f(x) is increas-
ing (or decreasing) for a certain value of x, f(x) is increas-
ing (or decreasing) for the same value of x (Art. 32).

ExamprLe 1. By Arts. 37, 38 and 30,
D, (ex"+ax"14+.. . +a,_,x+a)=
nax"t + (n—1)a X" . g, .
ExampLE 2. By Arts. 30, 37, 38 and 39,
D (a + ox* — ot + cx—%) \x =%ax—% + 5ot — 8 T
ExampLE 3. By Arts. 36, 37, 38 and 39,

if, z;:\s/a+bx2+£x3=(a+bx2+[x3)*,
o Dy =% (e + bx* + x®) TE (2 bx + 3ca?).

Exampie 4 I u=Vad + aa = (& + aa)},
oo Dt =3 (3 4+ ax?) TH(3 02 4 Jax™h)
6 V2t +a

4Vat 4 ax \x

@ 1 3
=—4 =4 5=,
a2 AP find Dyu.

2
ExampLE 6. U = (a%c)— , find D,

ExaMPLE 5. u
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ExampLE 7. In Art. 20, the equation of any conic, referred
to its vertex and axis as origin and x-axis respectively, is,

y = N2 Ax + Bal.

The slope at (%, y) is,
B A+ Bx _ A+ Bx
2z Ax + Ba® Y

D,y

As.a = o, D,y ; hence the tangent is perpendicular to
the x-axis at the origin.
It is generally more desirable to differentiate the equation of.
the conic in the form,
32 =2 Ax + Ba?;

for since y is a function of w, therefore the rule for powers
(Art. 36) applies, giving,

2y%=2A+2Bx;

whence we derive the same value of the slope as before on
dividing by 2 y.

ExampLE 8. The equations of the ellipse and hyperbola
referred to the center and axes are respectively (Art. 20),

ay? + P = a¥?; oF? — Pt = — o’
ay ay
. 20, — 0" 29 <2 =
.2aydx+2b2x 05 2dy 20Px =0
dy  _Px dy Vx
dx T @y dx &y

The slope of the ellipse is positive, when the point of tangency
(x,) is in the 2d or 4th quadrants, negative when (x, y) is in
the 1st or 3d quadrants. Discuss similarly the slope of the
hyperbola.
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ExampLE g. The slope of the hyperbola can be put in the
form, :I:—b— 7x 4 1_1 I .
a Na? — & a \/ a?

I — —

x?
As x = o0, the slope = + ;b .". the slopes of the asymptotes
b b .
are — and — p (Art. 31, Ex. 5).

EXAMPLE 10. If y=F(u)=F (x+a) .‘.u=x+a,%=1,
) dy dy dF(x+a) .o o
..by(4)Art.35,;,;—[—l,; N Fa =F'(u) =F'(x+ a).

40. Derivative of a Product.
If y = uy,
where # and v are both functions of x,
Ay= (u+ Au) (v+ Av) — uv
=vAu+t+ulAv+AulAv
Ay Au Av
o’ E—Z/A—x+(u+Au)m
.. as Ax = o, by Theorems II. and III., Art. 26,
dy du dv
a} —Va}""“ﬁ PP (I)
Learn this as a rule, which state.
Again, if y = uv.w, on treating first »v as a single func-
tion, we have by the rule,

ay AU dw
p o w _(117) + m/;[;
=w<7/d—u-i—u@>+u7/d—w
dx ax dx
.. D (uvw) = vwDu + uwDv + uvDw . . . (2)

Similarly » factors can be treated.
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(2) can be read as a rule thus: the derivative of the
product of any number of factors is found by multiplying the
dertvative of each factor, in turn, by the product of the re-
maining factors and adding the results.

ExXAMPLE. # = (4% 4 0) (ax® + bx)
Dy = (ax® + bx) 2x + (&® + 0) (35 + 0)
=gaxt+ (@ + 1) 3% + 0
EXAMPLE. #=a"=x+ & - & . .. . (nfactors), n being a
positive integer. By the rule, since Dx = 1,
LDy =T At a4 L (2 terms) = 7Tl
41. The Derivative of the Quotient of Two Functions.
Let » and v as before be two functions of x .. y = u/v,

will be a function of x. Differentiate, vy = u, by the rule
for a product (Art. 40):

dy - dv du
YT
du dv
(% _dy 1du ydv dx Y dx
*\v)  dx  vdx vdx 2 ’
on substituting y =",
v

This can be written,

D <u> _ vDu — uDv

\'4 v?

)

differentiations with respect to x being understood.

Thus, the derivative of a quotient is, the denominator mul-
tiplied by the derivative of the numerator, minus the nume-
rator multiplied by the derivative of the denominator, the
difference being divided by the square of the denominaior.
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ReEMARK. . If either numerator or denominator is con-
stant, it is shorter to apply the rule (Art. 39) relative to a
constant factor.

Thus, D(—C—>=D(C- 1>=C- ‘D”=_C;D”;
v v e v

7 1 I 2 uDu

—_—) = —_ 2 = — . '= .
also, D<C> D(C u) ekl Du o

It is thus plain that the constant factor C need not be
removed from its original place.
Examples under the rule above.

Daxz+b_x?2ax—(ax2+ﬁ)2x__gé
a2 xt - a8
p N
. AL — N2px . 2x
D \/2px_ Vsz 2 3 V2 px
Toar at IR
x x
Let v = ——= 3
N — a2 (a* — 2}
_Du_(az—— 2)%——x.%(a2——x2)—é(—2x)_/ a’
T a® — x° .(az—x2)§

The rules of Arts. 36, 40 and 41 should be thoroughly
memorized before attacking the examples below.

Miscellaneous Examples.
1. D.x(1—x)=1—2x
2. Doar(a—2)=a""1(1—x)" Y m—(m+n)x]}.
3. D (a+x)k'\/aT_=m.

2VNa —x
4 D (x—1)(x—2)(x—3)=32"— 120+ 11.
x—l—x__ 1
1-—~x—(1—x)\/1—x2.

D .

o
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Xt — 1 2 nx"1
6. D.x"+1—(x"+1)2.
x a?
. D . =
7 V& =2 (a2 — a2)}
8. D (I—x)"_(x-—x)“*l{m (m — n) x}
Vo £ 1 —2x

9 D NE—1 (@F—nVa—1

ro. If y is a function of x, so is any expression containing
y .. by Art. 36,

D,LY =it Doy,
D, (&™) = " (mx™ 1) + & (my" 1+ Dyy)
= a" 71y (my + nx.D, ),

since (x™y") is a product of two functions of x ... the rule of
Art. 40 applies.
11. D« (Ax* 4+ 2 Bxy + Cy* — D)
=2d4x+2By+2Bx + D,y+2Cy - Dy.



CHAPTER V.

RATES. TANGENT AND NORMAL.

42. Uniform Change. Onefundamental problem of the
Calculus, that of tangents, has been touched on ; the other,
the problem of rafes, will next engage our attention. Both
are closely connected and either one can receive a solution
by aid of the other. Before defining rate of change of a
function with respect to its argument, clear ideas must be
had of what is meant by uniform and non-uniform change
or variation and average-rate.

If » is a function of wx, (x, ) and (x,, u,) being simulta-
neous values, then for uniform change, we must have,

u

L — U
= constant = «,
X — X

where (%, #),(x,, u,) are any two pairs of simultaneous values.
Uwiform change is thus defined as such that the incre-
ment of the function is in a constant ratio to the corre-
sponding increment of the argument.
The above equation, # — %, = a (x — x,), shows that « is
a linear function of the argument x. In fact, if we replace
u by v, it is the equation of a straight line through (x,, y,).
Conversely, if # is a linear function of x, then # changes
uniformly with respect to x. Thus, if u = ax 4 b, and u,
= ax, + b,
LT,
X — X
84
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or the change is uniform. The constant ratio a is called
the rate. Thus again, to refer to a locus, if y replaces #, it
is seen by the definition, for the straight line y = ax + b,
that y varies with respect to «, at the rate ¢ = the slope.

. . . . A
In the increment notation; this can be erttenzj = a.
x

Illustrate this for various points on a straight line.
43. Non-Uniform Change. If u = f(x) and

u, —u Au
X —x T Ax’
is not constant for the whole locus, the change is said to be
non-uniform, or the function does not vary uniformly with
respect to the argument. All other functions than linear
ones, vary non-uniformly. The subject will be best under-
stood from a concrete example.

Thus, let # = &* represent the area of a square ON, Fig.
27, where x = OB. That is &’ is
anumber, representing the num- L @ ) £
ber of square inches in ON if x is
the number of linear inches in OB.
Similarly for any other unit than
the inch.

Now suppose x to increase to
(x + Ax) or (x + k) where b =
A x; then the number of square
units in the area OF will be,

ut+Au=(x+r)2=a+2x+ 72
. Increase in area in sq. units An
" " Increase in side in linear units = Ax

=2x+ 4.

Ay is the number of square units in the area just outside
of the square ON.
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T HOA=x—~h. .u—Du=(x—h)'*;
on subtracting this from # = &* and dividing by Ax = &,
we obtain,
Au
Ax

A, u represents the shaded area,

2x — A.

Since Ay and A are not equal we have, by the defini-
Ax Ax

tion, a function # which changes non-uniformly with respect
to its argument x.

44. Average-Rate. Definition of Rate. If u is any
function of wx, the ratio of the change in the function to the
change in x, when x receives an increment A w, is defined
to be the average-rate with which the function varies with
respect to its argument for the range considered. Thus

. . S Au .
starting with an initial value of x, ¥ is the average-rate
x

of change of u as x varies from the particular value x to
x + Ax.
Thus in the example of Art. 43,

Au
=%, Z
A% 2x + 4,

is the averagerate of increase of # as x varies from OB to
OC, while
Awu
Zl; =2x— A,
is the average-rate of increase of # as x varies from OA4 to
OB.

* By the convention of Art. 28, this equation should be written,z + &, %
= (x — %£)?; so that A; # would be negative. It was thought best to de-
part from the usual convention here so that A; # should from the start be
regarded as positive, A similar remark applies to the example of Art. 46.
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It is observed that the averagerates, in this example,
depend both on x and % and that they approach indefinitely
equality as % tends to zero as a limit. But %z = Ax can
never reach zero, for then A u/A x and A, u/A x would take
the form o/0 and would be meaningless.

The limit that either ratio approaches indefinitely as
h = 0, but never attains is,

and this limit is defined to be the rate at which # varies with
respect to « at this particular value of x = OB.
By a consideration of the increasing series,

A . Au Aw
—, llm ——, ——
Ax Axr=o0 Ax’ Ax

or their values, (2x — k), 2x, (2x + k),
the definition given above seems inevitable, since

is greater than the average-rate A, /A x, when x varies from
OA to OB and less than Awu/Ax, when x varies from OB
to OC, and this is true however near zero % may be.

DEFINITION.  The rate at which awy funclion u of x is

said to increase with respect to x when x = x,, is then de-

fined to be,
i Au  du

m —
ArcmolAx  dx’

or the derivative of w with respect to x, provided x, is substi-
tuted for x after the differentiation is performed.
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In the example above, the rate is
d
o *?) = 2x,

as found before. When x = 1, 2, 3, the rate of change of «
with respect to x is 2, 4, 6; it being understood that the change
in  is in square units, the change in x being in linear units,

The rate above is called briefly the x-rate of #, and it
may be remarked that the element of time does not neces-
sarily enter intoit. We shall discuss time-rates later.

45. Rate of Increase of the Ordinate of a Curve with
Respect to the Abscissa. In Fig. 27 (a), let AB = BC=h,
OB=ux,BF =9 CH =9+ Ay, GH =Ay. Draw DE
and FG parallel to OX to intersections E and G with BF
and CH respectively. ,

Consider the ratios,

Y I-K/—
el B & o
kR dx’ R
/ 7 = the first ratio being (Art.
' 44), the average-rate of in-
nlon crease of y as x changes
° A : ¢ X from OA to OB, while the
ig. 27a.

last ratio is the average-
rate of increase of y as x changes from OB to OC. Also,
it is plain that, as h = o,

EF_ . GH_ i

lim e lim = o (Art, 31),

unless the curve is of the kind shown in Fig. 25, Art. 31.%

* Such exceptional curves, with different “ right and left hand derivatives”
are rarely met with. Theslope is said to be discontinuous at such points,
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If the investigations of the preceding article had not been
made, we should be naturally led, from this result, to the
same definition of rate. The rate at which y tends to in-

crease with respect to x is thus, & , or the slope of the
curve at the point (x,, ),

46. Time-Rate or Velocity. If s = f(/), where s
represents distance from some origin, and {4, the time
elapsed from a certain assumed epoch, then from the

definition (Art. 44), % represents the rate of change of s

with respect to £ This is a fundamental theorem in
Mechanics, and it seems well to give an example illustrat-
ing in detail the subject and the meaning of timerate.
When a moving body passes over equal distances in equal
times, whatever the time interval is taken, it is said to
have a uniform velocity, speed or rate, or to have uniform
motion. Hence, the formula for uniform motion,
distance

time

Thus if a train of cars moves uniformly 6o miles in every 3
hours, its velocity or rate is 60/3 = 20 miles per hour. If a
point moves 12 feet every 3 seconds, its velocity is 12/3 = 4
feet per second.

time-rate = velocity =

When the body or point does not pass over equal dis-
tances in equal times, its motion is non-uniform, and its
average-rate in passing over a length s in time # is defined
to be s/f, the units of distance and time being stated.

This much being premised, let us consider the case of
a body falling in vacuo freely, under the attraction of the
earth, If s represents the number of feet passed over,
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during ¢ seconds of free fall, the formula connecting s and
¢ as given by experiment, is approximately,

s=162 ... (1)

Thus after {=1, 2, 3, seconds of fall, the spaces
described in feet are 16, 64, 144 respectively.
- Starting with certain simultaneous values of s and ¢

satisfying (1), let £ receive an increment A and s the in-
crement A s, whence,

s+ As=16(f+ A2

On subtracting (1) and dividing by A¢f we get the
“average-rate ” of describing the space A s,

S
| AS 6ot a

: A1_1*2+ ) ... (2)

)

s In Fig. 28, s = O4, As = AB.

i Again, after (¢ — Af) seconds of fall, the
i o mew value of s will be, say, OC = (s — A, ), if
48 . we take A, s as a positive number = CA.

AS_LB s from (1), (s — Ay 5) = 16 (£ — A#)%;
Fig. 28.

whence subtracting this from (1) and dividing by
At, we get the average rate of describing the space C4,
As
AP 16 (22— A% ... (3)
As At 0, C4=0and 4B 0 and the limit of either
(2) or (3) is 16 (2 1),
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However small A ¢ becomes, provided it is not zero, this
inequality holds; the averagerate of describing C4 is

always less than

lim 22

At=o0 A t’
and the averagerate of describing AB is always greater
than this limit, hence it is natural to define,

As as
Armol At

as the rate the body has just as it reaches 4. This is in
exact agreement with the definition of rate of Art. 44.
This rate = 324 is entirely independent of A ¢, but it is a
function of £ It means that at the end of 1, 2, 3,. . .
seconds, the velocity of the body, just at the instant, is
32, 64, 06, . . . feet per second. Thus 32 ¢ is the space
that would be passed over in one second if the motion of
the body should become uniform at the end of # seconds.

The student of Mechanics will see the meaning of this to be,
that if the accelerating force of gravity were removed at the
end of the # seconds, the body would move over exactly 32 #
feet in each succeeding second. It has an actual velocity of
32 ¢ feet per second at the end of #seconds. The body has
then at each instant an actual velocity and not an ideal one
manufactured by a definition, and this velocity is increasing
with £ At the end of #seconds, it must therefore be greater
than 16 (2 ¢/ — A#) and less than 16 (2 /4 AZ), the average
velocities just before and just after the body reaches 4 (Fig. 28).
Hence it can only have the value 324 since A# can be dim-
inished ad infinitum without ever becoming zero.

In the familiar Atwood’s machine, the accelerating force
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acting on a body can be removed at any instant, and the actual
distance passed over in each succeeding second measured,
giving the actual velocity at the instant considered.

47. Whenever a magnitude (# say), as a distance for
example, can be expressed in terms of ¢ the time reckoned
from a certain epoch, its derivative with respect to # gives
its change per unit of time at the instant considered.

It will be well for the beginner to conceive Az to be
actually formed; then divided by A¢to give the average-
rate, whose limit as A ¢ = 0is, by definition, #4e rate at time #.

ExampLE 1. Two men, leaving the same point together, walk
at right angles, the one at 3 feet, the other at 4 feet, per second.
At what rate is the distance between them changing?

At the end of #seconds, the first man is distant 3 # feet from
the starting point, the second 4 #feet; hence the distance be-

tween them is,
u=N@EH+ @41 =5t
Hence the distance between them is changing wniformly at the
du
rate of =5 feet per second.

ExampLE 2. Two ships are moving at right angles, the first
going east at 3 miles an hour, the second south at 4 miles an
hour. At 12 M. the second ship is at the crossing of the two paths,
the first ship 2 miles to the east. At what rate is the distance
# between them changing # hours after 12 M. At this time,
the first ship is (2 4+ 3#) miles from the crossing point, the
second (4 #) miles.

#=(24+30)"+ (42)

adu
2ug=50i+12
. adu 257+ 6 .
At N 30168
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Prove that the first formula (and hence the last) is correct
when #is minus, indicating hours before 12 M., distances east
and south being taken as 4 , those west and north, —. When

du . .
t= 2,5 = 495, showing that at 2 p.m. the distance between
the ships was increasing at the rate of 4.95 miles per hour.

. . .
When 2% — o, there is no change in the distance. This hap-

at
pens at #= — 6/25 or about 1 hour before noon. ‘At 11 A.M,,
¢t= — 1, and the distance between the ships is decreasing

(since % is minus) at the rate of 19/+17 miles per hour.
Draw figures.

In many problems, ¢ is not directly introduced, but the
argument x is assumed to vary with the time, i.c., to be a
function of the time, and consequently, # = f (x) is also a
function of the time.

d .
73; = time-rate of change of x,

& .
7‘; = time-rate of change of .

Hence,

Examples.

1. A square plate of metal, Fig. 27, has, at a given time, a
length of side x inches, and area, # = 22 (sq. inches). It is
expanding by heat. When x = 10, x is increasing at the rate
of 0.001 inches a second ; how fast is the area increasing ?

Since, by hypothesis,

dx

—- = 0.00I at ¥ = 10,

dt

du d dx
.. (Art. 36), 5 %(ﬁ) =2 -, =20 X .00I =.02;

which means that the area is increasing at the rate, o.02 sq. in.
per second when x = 10 inches,
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2. If # = a® represents the volume of a cube whose variable
edge is x, find the rate of change of volume at x = 2, if each
edge is increasing at the rate o.oo1 unit a second.

%:3&6273;: 3 (2)? X 001 = .012
.".the volume is changing, just at the instant when x = 2 units,
at the rate o.o12 cubic units per second.

3. A boat is moving in a direction 42 (IFig. 29) at right
angles to the shore line B0, uniformly at 1o miles an hour.
At what rate is it approaching the point D, BD being 3 miles,
when the boat is at 4, 4 miles from B?

Letting 48 = x, BD = 3, AD = s;
since
[y - B
f="x +9 .. & it ”
Hence when «x = 4, the boat is ap-
proaching D at the rate, 4 X 10 =8
_ miles per hour.

4. If a body is forced to run in a groove along 425 (Fig. 29)
and is acted on by a force applied through a rope 4.2, attached
to a fixed point D, the rope being shortened at the rate of v feet
per second, with what velocity is the body moving in the direc-
tion 48 when x = 4 feet?

‘D

Fig. 29.

Substitute x = 4, j; = (— v), since s is decreasing, in the
formula of Ex. 3, and solve for 79; .
.@_ Va? + g dsﬁ5< )_~ 5
SR = P E‘ = 4 v) = — ZW.
If v = 8 (feet per second say), 7;—; = — 10, or x is decreas-

ing (Art. 32) at the rate of 1o ft. per sec,
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If BD =6,x =38, v =16, then % = — 20. Interpret.

5. The base of a right-angled triangle is constant, but its
altitude increases at the rate of o.1 ft. per second. What is the
rate of increase of the area? Let 4 = base.

Ans. .05 sq. in. a second (uniform variation).

6. A locomotive headlight

at £, Fig. 30, is 10 feet above i

the straight level track 458C D

at 4. It casts a shadow of a 10 .

man 6 ft. high at 5, of length T 8

s = BC. "If the locomotive A - jo ¢

moves to the left at 1o feet
per second, at what rate is the shadow increasing?
Ifax=4B,s+x:5=10:6
ds 3dx 3

=2 =210= ft. e

i i U 15 (ft. per sec.)
7. In Ex. 6, at what rate is 4C increasing?
Patu=AC. . uw:u —x=10:6

du 10 dx 3
G A ;(IO) = 25 (ft. per sec.).

(This should equal the locomotive’s rate (10) + the shadow’s
rate (135).)
8. In the same example, at what rate is tan BCD =y,
decreasing ?
4 . @ _—4dx _ —40

Iy kTR TR

In Exs. 6 and 7, the answers are constants, showing uniform
motion whatever the value of x. In Ex. 8, y varies non-uni-
formly, and hence (as in Exs. 1—4) particular values must here

. a
be assigned to x. At x = 10, 7}; = — 0.4, etc.
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9. In Ex. 6, Fig. 30, if 7 = illumination of a sphere at C, is
represented by,

100 100

T (CER 12+ ¥’
L al 200 %
“du T (100 + )P

This gives the rate of change of 7 with respect to #, at a
value # = AC, to be assigned.
10. A spherical balloon is being filled with gas at the rate of
cubic metres a second. When the diameter is 1 metre, at
what rate is it increasing ?
If # = diameter and x = volume,

o T 1 6 \'dx
6 At 3 \wa?) dt
ax du  2c¢

ik also when # = 1, x = w/6 ..

The material of this fictitious balloon is supposed to be per-

fectly elastic and to offer no increased resistance to expansion.

11. Consider a straight metal rod of length unity at the

temperature of melting ice. On being heated § degrees Centi-

grade above this temperature, its new length x (it is found by
experiment) can be represented by the expression,

x=1+ab+ 6%

at T w

where @ and 4 are constants. The rate of change of length per
degree is,

dx

[{—0 =a -+ ’2 14 0_’
which is called ¢ the coefficient of expansion for the temperature
0.”

If we take increments as usual (Art. 28) we find,

Ax

A—0:a+2&0+b'A0.
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This ratio gives the average increase of length per degree, as
. . e . A
@ varies from 6to  + A 6. The distinction between Z—; and A_o‘;
has been made before, but it is well to recur to it repeatedly
to fix the idea in the mind permanently. When A @ is small,
compared with 6, either expression will give the same result with
sufficient accuracy for practical purposes.

12. One ship is moving N. 60° E. at 8, another south, at 10,
miles per hour. The first ship is x miles from the intersection
of the paths when the second is y miles from it. If # is their
distance apart in miles, find the rate of change of # when & =
20, y = 20.

u? = af +.y2 +x.yy
du 1 dx dy
..E——z—u[(2x +y) -0‘7; + (2_}/—'- .X‘) E:l.
The ships are separating at the rate of 34.5 miles per hour.

48. Coordinates of a Locus Expressed in Terms of ¢.
When xand vy are expressed in terms of #, the locus can be
drawn either by computing simultaneous values of x and y
for assumed values of ¢ and plotting them, or else ¢ can be
eliminated (as in the examples below) and the curve drawn
from the resulting equation of the locus.

Q) x=a+b,y=c+ dt .'.y—c:tzl(x—a).

() x=2£4y=167 . y=44%

(i) a=2y=28 . y=2a"

. 2wt T 3 A L

@iv) x—_—acos-T,y:bsm—];.‘.? =T
¢

(v) x:acos%,y:&cosi%f.'.z—{—I:%z

o

(vi) x=asect, y=2btan¢ ..

K
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ExamPLE. (i) represents a straight line through the point
(@, ¢) and with a slope /0. )

ExampirE. (ii) represents a parabola, (iii) a cubic parabola,
(iv) an ellipse, (v) a parabola and (vi) a hyperbola. In Exs.
(iv) and (v) the constant 7'is called the periodic time.

If we suppose the axis of x horizontal, the axis of y, ver-
tical ; then j—f is the time-rate of change of x or the hori-
zontal component of the velocity of a point moving along

the curve, Z—?’, the vertical component.

Thus in Ex. (i), a point moving according to the law, x =
@ + bt, y = ¢ + dt, is moving horizontally at rate 4 feet per sec-
ond and vertically at rate & feet per second, if distances, as x
and y, are measured in feet and #in seconds.

In Ex. (ii), the point is moving horizontally 2 feet and verti-
cally (32 #) feet per second. Thus at the end of 1,2, 3,. ..
seconds, its vertical rate is 52, 64, 96, . . . feet per second, but
the horizontal rate is always 2 feet per second. What are the
horizontal and vertical rates in Ex. (iii) at the end of 1, 2, 3,
seconds ?

To get the resultant velocity along the curve the follow-
ing preliminary theorem will first be proved.

& 49. The Limit of the Ratio
of any Infinitesimal Arc to its
Chord is Unity.

Let the arc PA, Fig. 31, be
supposed either to lie wholly in a
plane or otherwise. A tangent is

drawn at P of variable length / = PB and the points 4 and

B are connected by a straight line.

c
A

Figo 31,
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Suppose the constant angle PAB to be made so great
that / > arc PA and as A approaches P, PB shall always
remain greater than arc PA. Call the length of the chord
PA, c. We have, by the law of sines,

[/ sin PAB

¢~ sin ABP
which ratio approaches unity for a limit as arc P4 =0 and
..angle APB =0} for, since PAB = 180 — (ABP4 APB),
the angles PAB and ABP tend to become supplementary
and hence their sines approach equality indefinitely.

arc PA. /

chord 24 < ¢
and the limit of //c is unity .. the ratio of arc P4 to chord
PA has a limit unity as arc PA - o, since the latter ratio is
always nearer unity than the ratio //c.

50. Resultant Velocity along a Curve. In Fig. 23,
Art. 31, call the distance CP from any arbitrary point C of
the curve to P, s, and its increment, arc PQ (corresponding
to Ax = PR, Ay = RQ), As. The cotrdinates (x, y) of
P and the length s will be regarded as functions of 4 the
time from a fixed epoch. If we conceive a point moving
along the curve CPQ; at time /it is at P, for which x =
OM, y = MP, s = CP; when the time has changed to ¢ +
At the pointisatQ and x + Ax = ON, y + Ay = NQ,
s+ As = CPQ.

Let the length of chord PQ be denoted by ¢. Then
from the right triangle PRQ, we have,

Since,

(Ax)?+ Ay == <Z;_5>2 @9t ()

G- )
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Hence, as Af=0, and .. Ax, Ay, As, as well as ¢, tend
to the limit zero,

dx\? | (dY\E  [ds\
() (@) - ()
since by the preceding article, lim (¢/As) = 1.

In this formula, (d_x) is the velocity of the point parallel

to the x-axis, (%) the velocity parallel to the y-axis, and (Z%)

the velocity along the curve just as the point reaches P.
It tends to go in the direction of the tangent there, as can
be easily seen. Thus let P’ be a point on the curve just
to the left of P. As the point moves from P’ to P along
the curve, the direction of the line P’P approaches indefi-
nitely that of the tangent at P as its limit. The limiting
position of P’P or the tangent AP is defined as the direc-
tion of the curve at P or the direction of the moving point
just as it reaches P.

In examples (i), (i), (iii) of Art. 48, the component velocities
can be found at once and substituted in (2) to find the resultant

: as
velocity (Z‘) .

TIN2 /] \2
Thus in Ex. (i), é = \/<§> + (Q) = B F 2%

at at at
. s —

in Ex. (ii), 7;: Va4 + (32 1)
in Ex. (iii), % = V1 + 367

The direction of motion at time #or at the point (x, ») cor-
responding, can be found by differentiating the equation of the
curve expressed in terms of x and y.
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Thus in (i), @ = {—Z, the slope of the line;
dx b P
. &
in (ii), d—j)C=8x=16z‘;
4
in (iif), Zyc = 6% =622

Similarly, examples (iv), (v), (vi), can be treated as soon as
methods of differentiating the circular functions are known.

If it is assumed that a point moves #zZformly along the curve

with a velocity v = - the component velocities can be found.

(vii). Thus if the curve is a parabola, y* = 4 px,

d .
we have, %:%%, y:{_{;.

Substituting in general formula (2) above, we find,

dx yv dy 2 pv

& Ny tap dt NE+ap
for the velocities horizontally and vertically.
(viii). In the circle, a2 + ) = 4% we readily find,
dx vy ﬁ/ L

== )

&t @’ dt a

)

the signs corresponding to a point moving (with velocity #)
clockwise along the curve.

_Thus %, having the same sign as y, is + in quadrants II
and I and — in quadrants IVandIIL. In the first case the motion
is to the right, in the second case to the left. Similarly % is +

when x is minus, or in quadrants IT and III, where the motion
is upwards, and — in quadrants I and IV (x being plus) where
the motion is downwards.
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(ix). Referring to Art. 19 and Fig. 16, for the case of the
parabola (¢ = 1), we have (Fig. 16)

dr dx

If a comet is supposed to describe the parabola with the sun

at the focus Z we see that it approaches or recedes from the

sun at the same rate as it moves parallel to the axis of its orbit.

If the velocity along the orbit is taken as constant and = 7, a
formula above (Ex. vii) gives,

dr _dx v
i dt N 4p
ar

At the vertex y = o .- = o, as-is evident otherwise,

at

ReMArRk. To find the slope of a curve where x and y are
given as functions of # without forming the equation of the curve
in (x, y), we start with the equality,

Ay
Ay At
Ax~ Az’
At
and take limits as Af= o0, Ax =0, Ay=o.
dy
L oay V73
“dx dx
at
Thus in Ex. (ii), Art. 48,
[:'73; = 2, %: 324
hence, %:3—?: 164 = 8 x,

as can be found directly from the equation y = 4 42
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51. Derivative of the Arc. Recurring to formula (1),
Art. 5o, and dividing both sides of the equation first by
(A x), then by (Ay)’, we have,

() ()
G- (o) (3

Whence taking limits as Ax = o or Ay. o, and inter-
changing members,

ds\? dy\*
(@) —““(zc)’
ds\* dx\?
(@) —‘+(@>‘

In the first result, x is the independent variable, in the
second, 4.

From Fig. 23, Art. 31, we have also,

cos § — 1im 2% — lim <Ax A“>: &,

c=o € c=o0 E. 7 .dT’
. . Ay . [Ay Ay dy
= lim—==1 e ) = =
sin § 61.2111 c 51::, <As f) ds’
since we know from Art. 49 that

. [AS . arc PQ
l — = _—
;:},( ¢ ) ch:}) chord PQ- !

It will be seen that the formulas for cos @ and sin 0, are
true also for Fig. 24, Art. 31, provided § = the negative
angle XAT and not the positive angle XAP ; for cos XAT
lim A x

c=o0

is positive and = ,
which is positive; whereas sin XAT is negative, agreeing
in sign with its equal, lim 22, A v being negative.

c=o0 C
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If in the formulas above for cos € and sin 6, x and y are

functions of ¢, divide the numerator and denominator of tlie

A x’ Ai" by A ¢ before going to the limit.

. ax s . dy s
. COS 0 = <7f> / <Z‘>’ Sin 0 = <}E> / <E> .
ExamprE 1. It is easily found from the general formula,
ds \/ ay\?
Zx‘ = 1+ <Z(,‘> ’
that for the semi-cubical parabola, @)? = %,

B _\J1 42
V't

The expression which differentiated will give this result is,

x=8—a(1+9—3—6> + G
27 4a

fractions

where Cis a constant.

It was remarked in Art. 5o, that s, the length of the arc, was
measured from any arbitrary point on the curve to the point
P (x, ). In this instance, since (o, o) is on the curve, take the
origin for the point from which s is measured ... when 2 is
moved to the origin, s = o when x = o .. from the last equation,

8a 8a
o=—=+C . . C=——-
27 27
whence the length of the arc from the origin to any point
2 (x, y) on the curve is,*
8a < .9 x>"% 8a
s=—I|1+2—] ——-
27 4a 27
* The semi-cubical parabola was the first curve rectified. It was
effected without the use of the Calculus (which was not then invented) by
Neil in 1657.
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This process of finding s from its derivative is called Integra-
tion. The lengths of curves are found by integration, after the
method illustrated above.

ExampLE 2. Prove, for the parabola, 3% = 4 px,

as \/ r. ds / 92
& VT =Vt
ExampLE 3. The equation of the ellipse,
b2 .
= (@ — ),

Art. 20 (6), can be put in the form,
P — &) @ =,

since P=a (1 —2).
. . ds\? o — &x?
It is easily shown that ({Z—x) =g

ExAMPLE 4. Similarly from Art. 20 (6) and the relation
8= a* (& — 1), the equation of the hyperbola is,

el m = @-a);

whence a\t_ St - &
’ dx] T P —at
ExampLE 5. The equation of the four-cusped hypocycloid,
Fig. 32, is 14
P B )
A R R e
RS = r e = .
dx x dx

whence, integrating,
s=3 datyc
The point (o, @) is on the
curve; counting s from this point,
s==0,whenx =0 .. C=o. Fig. 32.
The value of s (when C = o) gives the length of the curve
from (o, @) to a point in the first quadrant whose abscissa is a.
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52. Equations of Tangent and Normal. The Calculus
methods afford great facility in dealing with problems con-
cerning tangentsand normals. Let y = f(x) represent the
equation of any locus, Figs. 33 and 34 (full or dotted curve).
The equation of any line passing through P (x, y,) is of
the form (Art. 11, Ex. 9),

y—=m(x—xy,
where m is the slope. In order that this should be the
equation of the tangent line to the curve at P, we must
have m=tan9:d—’y—1—-
dx;
This notation means, that the derivative of y = f(x) must
be found and the particular values x,, ¥, substituted for

. . dy
x, v in it to obtain =2 .
4 dx

The equation of the tl(mgent line at P (x,, y,) (Figs. 33 and
34) 1is therefore

Fig. 33. Fig. 34.

Thus, the equation of the tangent line to the ellipse, a%? +
0’x? = aP0? at (x, ¥,) is,
— O,

2
a’),

== (x—xl)'
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Since (x,, y,) is on the curve, a2y + 0x* = @%%*; hence
clearing of fractions and substituting for a?y,*> 4 #%x? its value
a*%, the equation of the tangent line becomes,

ayy, + Pxx, = a*lh.

Since the normal PN is perpendicular to the tangent

PT, we have for its slope, in Fig. 33,
1
tan & = tan (go + 6) = — cot 0 = —ond’

and in Fig. 34,
I .
tan 6’
the same expression, which is minus the reciprocal of % -
1

tan a = tan ( — go) = —cot § = —

Hence the equation of the normal at (x, y,) is,

— I

Y=y, = (x — x).
2 ﬂ’_y1 ( N
dx,
Thus, the equation of the normal to the ellipse above, at
(%, ) 1s, _ay

== P, (x — x).

53. Subtangent, Subnormal, Tangent, and Normal.
In Figs. 33 and 34, draw the ordinate PM; then TM is
called the sublamgent and M N the subnormal. The ex-
pressions below for them are easily found, provided TM
and M N are taken as positive in Fig. 33 and negative in
Fig. 34. The finite segments PT and PN are called the
langent and mormal. As they are simply lengths, the
positive sign is to be given to the radicals.

In the next four formulas, the point P is simply desig-

nated (x, v), and for fan 0= -32, the briefer notation, y’ is
adopted. v
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Subtangent = 7M = y cot 0 = ';)7,‘;
Subnormal = MV = ytan 6 =yy’;
Tan — TP — ,\/Mpz + TM2 :d%:(_yi;
Nor = NP = NMP* + MN* = y N1 + ().
Examples.
Show that the equations of the tangent and the normal
(Art. 52) at (x;, »,) to,

1. The circle, a? + 32 = a? are yy, + xx, = o’and x,y = yx.
2. The hyperbola, ¢%? — Pa® = — &** (Art. 20), are,

XX I a2y,
TR = LY== — (x — ).
a? % 1 Px, 1

3. The hyperbola xy = ¢ (Art. 13) are,
xy+ypx=26yy—xx=y>%— x>
The x-intercept of the tangent is found to be 2 x;: prove
from this that *“the segment of any tangent to a hyperbola be-
tween the asymptotes, is bisected by the point of contact.”
4. The subtangents and subnormals are found by aid of the
formulas of Art. 53.

CURVE. SUBTANGENT. SUBNORMAL.
x? X b x? — a? Hrx
— = T, . _—
a P x Cat
a2 x? — a? Ox
at P x a?
x4 )= ab —Jf- — X
x
= g px. 2. 2p.
—, — 2
Y. ;
2
2 x
ay’ = x°, ~x. 3
3 2a
1
y = a’s’ gx 3 %



[Art. 53.] EXAMPLES. 109

In all the expressions above for subtangent and subnormal,
(%, ») is the point of tangency. Roughly sketch the curves
and write the proper values on the corresponding segments.
Also note, for the last four curves, that on laying off 7247 from
M (assumed) equal to the values above (2.0M, — OM, 3 OM,
5 OM, respectively) the tangent 727 can be drawn,

5. The equation to the tangent line of the hypocycloid
a + 3% = ab (Fig. 32, Art. 52), is,

S+ =dYy
x} y1§
the x and y intercepts are thus, ar}, o¥y}; whence the
distance along the tangent from the x-axis to the y-axis, is
everywhere constant, and equal to a.
6. The slope at (x;, »,) of the common parabola,

3
1 *1

3
Aot (1),isl£yl=—y—‘—-
dx

The points (g, 0), (0, @), lie on the curve, Fig. 35. At (a, 0)
the slope is zero, showing that the

x-axis is tangent to the curve there;
a
also as x, = o, Z’—;l = — oo, hence the
1 0,

y-axis is tangent to the curve at (o, @). (%
The equation of the tangent line at
(#,, ,) is found to be, 51,91

x 4 AR o (a,0) X

xﬁ _ylé Fig. 35.

Prove that the sum of the two intercepts of the tangent on
the two axes is equal to a.

7.. The adiabatic curves, x™y" = ¢m*" have the subtangent

= — an The ratio of the abscissa of the point of tangency
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(x) to this is - (ignoring sign); hence, show that the part

of the tangent intercepted between the axes is divided at
its point of contact into segments, which are to each other in
the constant ratio 7 : 7. When m = n = 1, the curve is a hyper-
bola (Art. 13). The locus includes also all the parabolas.

Thus, if » = — 1, 2 = 2, * = cx, the common parabola;
if m = — 3, n =1, &y = &%, the cubical parabola;
if m = — 3, n = 2,.¢)*» = &% the semi-cubical parabola.

8. The equations of the tangent and normal to the para-
bola, 3% = 4 px, are,
=20 +x); (V=) 2P+ (x—x)y =o.
Find the equations of the tangent and normal to the para-
bola 32 = 8 x at the points whose common abscissa is 6.
9. The equation of any conic whose axes are parallel to the
x and y axes, can be written in the form,

Ax*+By¥*+2Gx+ 2Fy + C=o.
The derivative (using the method of Art. 41, Ex. 10) is,

a ay
2<Ax+B_y£+ G—I—F;l,;)—o.
o ay, L Ax, + G
U dx, By + F
On substituting this in the equation of the tangent line,
Art. 5z, it may be written,

Axx + By, y + Gx + Fy = Ax? + By> + Gz, + Fy,.
But (x,, »,) being on the curve satisfies its equation ;

s Ax+ By + 2 Gx, + 2y, + C=o.
e Axl? 4+ By + Gx, + By, = — Gx, — Fy, — C.
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On substituting this value above, and transposing, the equa-
tion of the tangent line can be written,

Axx+ Byy+ G+ %)+ F(y+y)+ C=o.

To show the application of this formula, take the case of the
circle, Ex. 3, Art. 4, and compare its equation directly with that
of the conic,

Ax* + By + 2Gx + 2 Fy + C = o}
K+ Pt 2x—3y=4.
s A=B=1,G=1,F= —3/2,C= —4.

Hence the equation of the tangent to this circle at (x,, 3,) is
found to be, on substituting these values in the general formula
above,

x4y +ax+a—50+n) —4a4=o

At a point on the circle where y, = 2, we find from the
equation of the curve, x, = — 1 & /7; hence on substituting
these values in the preceding equation, we find the equations of
the tangent lines at (— 1 + V7, 2). Similarly we proceed with
any conic for any desired point of tangency (see Tanner and
Allen’s Analytic Geometry for a full discussion of the conics
given by the above general formula).



CHAPTER VI.

DIFFERENTIATION OF TRANSCENDENTAL
FUNCTIONS.

54. Derivatives of the Trigonometric Functions.
Let the circle, Fig. 36, have a unit radius ; then any angle
AOP in circular measure is expressed by the length of the
arc AP = x, measured in the same unit as the radius. If
in the formula of Art. 17, x/m =
a°/180, we put ¥ = 1 (= radius), we
find a° = §57.° 2057795 + . There-
fore, in Fig. 36, the angle 1 in circular
'measure = AO1 = length of arc AP1,
corresponds to about §7.°3; z.e, AO1
indegrees = 57.°3 nearly. Thisangle
T is called a radian and is the unit in cir-
Fig. 36. cular measure. In this system, which

is always used in the Calculus, angle 2 = 402 (where arc
A12 = 2 units of length) corresponding to about 114.°6,

Q]

radius
=1

angle 3 to 171.%, angle-"z: to 9o° angle w to 180° etc,

where 7 = length of semi-circumference (in the same unit
as the radius) = 3.141592. . . .
ExamprLE. How many degrees correspond to the angles
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In what follows, # equals any function of x.
(1). D,sinu=cosu- D, u
If y = sin u, on giving xan increment Ax, y + Ay= sin
(u + Awu),
Ay sin(u+Awu)—sinu Au

T Ax Au Ax

Reduce the numerator by use of the formula, sin 4 — sin/
B = 2sin % (A — B) cos ¥ (4 + B), divide numerator and
denominator by 2 and take the limits as A x = 0, bearing
in mind that lim (sin @/a) = 1 and that lim cos (u+ } A u)

6 =0 Ax=o
= cos u, since A wand A y tend to zero indefinitely with A x.
.. Ay . sinfAu Au
.-.Al;mﬁo_j’5 = AEZOW . cos(u+3Au). Ax
s D,y=cosu - Du.
(2). D,cosu = — sinu + D, u. This can be proved
by use of the last formula thus:
Let, y=cosu=sin<f~— >
2
oo Dyy = D, sin (E — u) = COS (1_r — u)- Dx<z — u)
‘ 2 2 2
o Dycosu = —sinu . D

(3)- D,tanu = sec’u *D,u. Here, use is made of
(1) and (2).

Let, y=tan ¥ = Sh ¥

’
COS «

cosu. D,sinu—sinu . D,cosu
cos’ u

Dy =

x

cos?u « D + sin?u « Du 1
= 5 = 5— Dy,
cos? u cos?u

s Dytanu =sectu « Dy =

%

cos? u
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(4). D,cotu= —cosec’u. D, u.
Thus, cot # = tan (71 — u> . by (3),
2
D, cot u = sec? <I - u) . D, <7—r —_ zz>
2 2

r
sin?
(5). D,secu=tanusecu - D,u.

= — cosec’u « Dyt = — .

For, sec # =

cos u
sinu « Du
s Dysecu = —————=secutan u « Dyu.
cos?
(6). D, cosecu = — cosecucotu- D, u.
Thus, Cosec # = —
sin #
—cosu « Du
oD, cosec 4 = ——————"— = — cosec u cot # « D,u.

sin® %
(7). D,versu =sinu- D, u.
For, D, (1 — cos u) = sin u. D, u.
(8). D,coversu= D, (1 —sinu) = — cosu - D, u.
These eight formulas should be memorized. As an aid
to this end, write out the results for formulas (1) to (8),
when « = «, ax, ax’, ax + b, x/a. 'The method to follow
when the power of a trigonometric function has to be dif-
ferentiated is seen from the following example.
By Art. 36, D, [F (0)]* = » [F (2)]*"' - D, F (x).
.+ D, sin® (ax + 8) = D, [sin (ax + 5)]* = na [sin (ax + 5)]"~*
cos (ax + b).
Examples.

. ox c o
1. D sin — = — cos
a a a

2. D sin (cos x) = cos (cos x) D cosx = — sin & cos
(cos x).
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3-

D2tantx = D 2 (tanx)* = 8 tan® x sec? x.

4 D (zsinx 4 cos’x sinx) = 2 cosx + 2 cos x (—sin x)
sinx + cos?x. cosx = 2 (1 — sin® x) cosx + cos® x = 3 cos®x.

5.
6.

I0.

II.

I2.

13.

14.

15.

D cosec (mx) = — m cot mx cosec mx.
_ x
Dcot VI — &% = cosec? V1 — a?e ————— .
N1 — a2
D sin Vx = M
2 Vax
1 sin ax

D (cos ax)" = _e ey

2 v/cos ax

. D sin x cos & = cos 2 x.

D sin? x = sin 2 .

sin x I

I 2 X
= = - sec’— .
I + cosx 1+ cosx 2 2

x __ 4
(sin & cos x)>  sin? 2x

I —CoSx 1 1+ cos x
pyfimssE _xy ey,
2 2 2
I

I — COSx T 5
5 = = —sec’{—)-
sin x I+ cosx 2 2

The derivative of, sin 3 x= 3 sinx — 4 sin®x, is cos 3 x=

D (tan ¥ — cotx) =

4 cos® x — 3 cos x.

16.

17.
18.

I9.

20.

D (% tan® x — tan x) = sec’x (tan’x — 1).
Dy (tan 0 + sec 0) = sec 8 (tan 6 + sec 6).
Dy (0 sin @ + cosf) = 6cos 6.

Dy (346 — 1 sin 2z 6) = sin® 6.

1 —cosf 2 sin 6
91+cos0*(1+c050)2'
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21. Prove that the subtangent of the sinusoid, y = siz x is
tan x ; of the curve of secants y =sec x, cot x. See Fig. 13,
Art. 17.

55. Derivatives of the Inverse Trigonometrical Func-
tions. The symbol y = sin~'w, is to be read, y = arc
whose sine is x. This notation is common in England and
America ; in Europe, the longer but more suggestive nota-
tion, y = arc sin x, is used. A glance at the graph of
y = sin~" x (Art. 18, Fig. 15) shows that y has more than
one value corresponding to any given value O4 of x. Ifa
limited portion of the curve, lying between y = — /2 and
+ m/2, is alone considered, then v is single-valued for all
admissible values of x.

It is in the line of simplicity to give such values to the
arc orangle) that all the inverse functions sin='x, cos—a,
etc., may be single-valued. In what follows then the range
of the arc y will be restricted to values from — =/2 to m/2
for sin—"x, cosec—" x, lan—'x and cot—' x, but from o to =
for cos—' x and sec™' x.

(1). Derivative of sin™" u, where u = f (x).

Ify=sin"'u..siny=u
.. differentiating with respect to x,

dy  du
cos y d—i =

Now since y lies between — m/2 and w/2, cos y =
+ V1 — 4, or the positive sign only must be given to the
radical. Hence solving for

dy
;r; = Dx_y)
D,
D, sin"lu = i LI

Vi — u?
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1

(2). Derivative of cos™" u.
Let y=cos tu ... COS Yy = u.
. dy du
L o—singy - =
But o<y <L . siny = +V1 —
—D,u
. Dycoslu= —F—
Vi —u?
(3) Derivative of tan™" u.
Let y=tan"'% .. tany =w.
. - 9 ly _ du
Differentiating, secly « — =
But sec’y = 1 + tan?y = 1 4 2%
D,u
. -1 =
. Dytan"'u T
—1qy T o \_ _ Dau
(4) D, cot™tu= D, (2 tan u) = P

() Derivative of sec ™' u.

Let y=-sec"lu ..secy=u.
. sec y tan @ _ au
’ yRRY e T

In this case if y lies between o and ;, sec y and fan y are

both positive; if y lies between 7/2 and , both sec y
and fan y are negative. In both cases their product

= uNu® — 1 is positive ; hence

D.u
Da: Sec_l u= —___z—_..._y
uvVut —1

with the understanding that when # = sec y is negative,
Vu* —1 = tan y, must be taken so likewise.
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If the student will draw the graph of y = sec ~!'x (see Art.
18), he will note that the slope is always positive between
x=o0 and x ==; .. D,seclu is always positive when
y = sec ~ !« lies between o and .

Similarly, it can be shown that D, cosec ~! x is always nega-

. o ks ™
tive when x lies between — — and —.
2 2

6) Dygesc™lu=2D0, (E — sec™! u> ___Dau |
2 u NV —1
Let the student prove the formulas (7) and (8) below.
D,u
D,vers‘u= —2——.
(1) PR
—D,u
8 D, covers'u = —2 .
® Vazu — u?

The derivatives (1) to (8) become discontinuous for
values of # that cause the denominator to become zero, the
numerator remaining finite.

- Examples.

The derivatives are all taken with respect to «.

. x I x -1
I. DSln—l—:—_—_'; .DCOS_I—:—-————;
a ot — P @  Na®— «?
X a X — a
D tan7'= = ——; Dcot™l= = 5——3
a a4+ x a a* + x
x a x —a
D secl—m=——— 3 Dcscl-=—r——7
N %) 2
a x xZ__«aZ a X VX — a
X I x —1I
.DVerS_1 - D COVerS_l - = ——’:——2'
e Nzax — «° a Nzax—x

._\7’3(;2

2. D cosT(x%) = Nl
I — X
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L 2% 2
3. D sin PR
2
4. D%sin—liz—x—-
a®  Vat— &t
5. D (sinTlx — A1 — a? .—-——Iﬂ-
VI —«x
6. than“l\/l—x: -t .
14 x 1 — x?
7. D sec™! ! = T,
Vi—a? N1 —a?
8 Dsin=t!VI — 2= _I
V1 — x?
9. Dvers—1(6x§j=—-—:;—~:.
\/3‘%'3—9.762
10. D{(az2 + %) tan_‘z} =2x tan“‘(%) + a.
3
11. D tan—? IL—cosxy I,
I 4+ cosx 2
e an\E
Here’ M=<I—C.9..S._.x>;
I 4+ cos x

I (1 — cosx)*%(l—kcosx) sin ® + (1 —cos x) sin x
2

w D= — 1 4 cosx (1 + cos x)?

/1 + cos x\}  sinx
" \1 —cosx/ (1 + cos x)?

D T4 cosx/1+cosax\f sinx
147 2 1 — cosx/ (1 + cos x)*

. D tan"ly =

sin x 1
2

B 24/1 — cos?x

12. Dsin! (3x — 445 = S

VI —a?
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56. Angular Velocity. Crank and Connecting Rod.
Referring to Fig. 36, Art. 54, suppose that a solid body
rotates about an axis perpendicular to the plane of the
paper at O. Lay off a unit length on any line O4, from
O to A, in the plane of the paper and consider the motion
of a point describing the arc of a circle AP 12. ... At
end of time 4, let x = AP = distance the point has moved.
In an additional time A the point moves a distance Awx.
Hence Ax/A¢ represents the average-rate of describing
A x, and reasoning as in Art. 44, the limit to which A x/A ¢

approaches as A{=0 or (Z—f, is called the velocity of the

point at the end of the time s If the rate is uniform
x/t = Ax/Atis constant
.~ lim Axw _dx
At=oAZ  dt
is constant and represents the rate here as well as in the
case of variable motion.

The velocity of the point P at any instant, is called the
angular velocity of the supposed body at the instant. It is
the velocity with which a point at a unit’s distance from
the axis moves for uniform rate or tends to move at any
instant for non-uniform rate, and its value, in any case,
is @

di

Let us now discuss the case of motion presented by
the crank, connecting rod and slide.

In Fig. 34, CP of length 7, is the crank, 2 the crank pin, 2Q
of length /, the connecting rod, and Q the slide (attached to the
piston) which moves in the direction of the center C. The
point 2 of course moves in a circle. . When 2 is at 4, Q is at
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D, . AD =17 TLet QD =ys. Call0 the angle 4CP expressed
in circular measure. We have,

Fig. 37.

CM+ MQ+ QD = CA + AD = I + 7.

Sorcos 4 VE—7sin? 045 =71+ 7.
. e _ ] 7% sin® 6
Sos=7(1 cosé)—i—Z(I \/1— )"
This formula is exact, but a little too complicated for practi-
cal use, so an approximation is resorted to. The term

(254 (35

is generally quite small, so that. if we develop the radical ex-
pression to two terms only by the binomial formula giving,
\/1— ﬁsinZG_I_EfzsinZO
P
the error is only a very small per cent.
This reduces the value of s to,

172 sin’ 6
S (D)

To get the velocity of the slide Q, we differentiate this with
respect to 2

s=7 (1 —cos 6) +

ds . ” . a0
;l,}=<rsm0+—2—lsm 20)% - (2)

. a0 . . ,
As we have just seen, 7 s the angular velocity or the
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velocity of a point on CZ at a unit’s distance from C. Call it
o and assume it to be constant, so that £ moves with the con-
stant rate o 7.

The speed of Q by (2) is zero at § = o and 6 = = or at the
dead points A and B.

The time-rate of change of the speed of Q is called its
acceleration.  Its value is,
%(%) = <rcos€+§cos 20)«»2 e (3)

What are the accelerations of Q at 6 = o, g, w? The forces

acting on the slide to cause motion are proportional to the
accelerations and thus vary with o?

If we call the constant rate at which 2 moves 7, we have
v = w7} further as

ds . .
/= s yl‘_'—_(rsm 0) o= 3};}1, if y = MP.
This is a case of simple harmonic motion and agrees with the
result of Art. 5o (viii).

. \"
57. ”}zug (1 + ﬁ) = e.
When m is a positive integer, we have by the binomial
theorem,

\" 1 mm—1) 1 mm—1)(m—2) T
<I+;7_z) it ot s mt 1.2.3 T

there being (m -+ 1) terms in all.
Writing this in the form,

R = I

+

Ie2 Ie2¢3



[Art. 58.] DERIVATIVES. 123

and taking limits as

I
m= o and .. —=o, etc,
m

lim <I—|-—I—> =-1+1+£+_,.+ L.
: m 2

I
o 2,3 2,34

= 2.718281829 + - « -

This limit is universally denoted by e. It can be com-
puted to any desired precision on taking a sufficient num-
ber of terms. The computation is easy, as each term of
the series can be derived from the preceding on dividing
it by an evident factor. ILet the student compute the
sum of ten terms of the series to six decimal figures.

ReEmARK., The above demonstration is incomplete, for the
result is not only true when 2 is “a positive integer,” but also
for m positive or negative, integral, fractional or incommensu-
rable; besides, then the theorems of limits are held to apply to
infinite sums and products. See Byerly’s Differential Calculus
for a clear and complete proof.

58. Derivative of log, u, u being a function of x.

If y = log, #; on giving x an increment A x
Sy +Ay=log, (u+ Au)
Ay =log, (v + Au) — log, «

= loga<ﬁ;ég> = loga <I + %%)

. ﬂ=loga<1+ Au> R

Ax u Ax’
. A
On multiplying the second member by .22y
v Au 1
Ay I % Au\ Auwn
Ax  u Aulog“<I+Ax>.Ax'
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®

Ay 1 AN Au
Ay _ I 2mo, an
Ax  u Og“<1+ u> Ax

AsAx=0o,Au=0 and Ay=o0; alsoA—”~:oo. On putting
u

u
m:A , we note that m = 0 as Au = o.
u
k73

Aun A% 1\"
.. log, (1 + 7> = log, <1 + %> ,

approaches the limit log, ¢ as Ax = o by Art. 57.
Hence taking limits as A x = o (Art. 26, Th. IIL.),

@ S log, ¢ - du
dx  u ax
.. D, log, u=1log,e - D;u RN ¢ )]
Ifa=e¢ D,log,u= D:l.u A2
Lastly, if in (2), # = «,
D, log. x = % o (3)

Hereafter, log, u will be written log u, the Napierian base

e being understood.
Formula (2) is so frequently used, it should be stated as
a rule as follows: The derivative of log # is equal to the

derivative of # divided by u.
ExamprLe. Differentiate,

lo
g NI+ —

= log (V1 + &% + &)’

on rationalizing the denominator.
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Dlog (V1 + &+ x)° = D 2 log (V1 + &% + )

X
ZD(VW+x)_2m+I_ _
Nid+at+ax - ANi+al4x Vi 4 ?

59. Derivative of a*, u being a function of x.
Let y=a"
log ¥ = u log a.
Differentiating as to x, using (2) above,

Zﬂ: log @ Dy
J

~.Da*=1loga . a* - Du ... (1)
When ¢ =¢, log a=loge=1
~Det=¢* . Du... (2
A remarkable case is when % = x,
~Det=¢e*...(3)

(i) The derivative of #", which in Art. 30 was not proved
for » incommensurable, can be easily proved by use of (2) Art.
58, whether 7 is positive or negative, integral, fractional or in-

commensurable.
Dy nDu

Thus if y = 2" .-.1 =zl gt
us if y = « ogy=nlogu 5 -
. Dur = % Du = mir~ Dy.

(i) ‘In a similar manner y = #° (# and v being functions of
) can be differentiated by first taking logarithms,
Thus, if y = 2® -. logy = x log x;

.'.i?y—}i=logx+x<i> oo Da® = x® (log % + 1)-
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(iii) If preferred, logarithms may be taken before differen-
tiating in the case of functions that may be differentiated as they
stand.

Thus, if y = (7—{x—)” o log y = nlog x — nlog (a + x).
Dy n 7 nax"—1
S = = — o Dy=— .
) x a+x 7 (& + x)»t?1

(iv) If @, v, z, w, are functions of x,

D, log% = D, {log # 4+ log v — log z — log w}

D " @ Dz Daw

u 4 z w

For example,
Dlog———x.\/zz_l._,__{__ x .
NI+t x 2 I+ a?

(v) D, {e=sin (bx +c)} = ae* sin (bx+¢) + be™ cos (bx+0).
To write this result in a briefer form, put,
Rcos 0 =a, Rsinf=0>s.

Regarding & as positive ; if @ and & are both positive, 6 is in
the first quadrant; if @ is negative and & positive, 8 is in the
second quadrant, etc. This substitution is always possible,
since the equations give,

R=~Na + 7 tan 0 = b/a,

and tan 6 can take any + or — value.
The derivative now takes the form,

D, {¢= sin (b +¢) } = Re™ {cos 0 sin (bx+¢) +sin 6 cos (bx +¢) §
= Re™ sin (bx + ¢ + 6).
Similarly, D, {¢* cos (bx + ¢)} = Re* cos (bx + ¢ + 0).
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(vi) The locus, 2y = @ (¢/* 4 ¢~*/7) is called a “ catenary,”
it being the curve assumed by a flexible cord of uniform weight
per linear unit when freely suspended
by its extremities (Fig. 38).

2 Dy = (/% — ¢/
w2 Ds = (1t e

by Att. 51,55 = 2 (&0 — £/ 4 C.

If sis taken equal to zero when x = o,
it follows that C' = o; hence the length
of the arc of the catenary from x = o to « = «x is,

Fig. 38.

a
£ = - er/a . e—x/a .
5= 2 )

Since D, s = y/a .. “the normal,” Art. 53, = y.D,s = y*/a.
Also note that when x = o, ¥ = @ and Dy = o or the tangent is
parallel to the x-axis.

Examples.
1. Dxlog x = a1 (1 + 7 log x).

D log (sin x) = cot .

N
.

3. Dlog (cos x) = — tan x.
4. Dx"e® = x*71 (x + n) &
5. y = ¢/ . subt. = a; subn.= 22 e/ (Art. 53).
6. y = log x .. subt. = x log x; subn. = ~Iog x.
v. De* = —xizex
8. Dalch = wd!ogz .

x

9. Dx"a® = nx"~!a” + x"a” log a.

I

°

D log (log x) = ylogx
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s pad I 2ax—é.

11. D log (ax? — bx)® = 3 2 — ox

Write, log (ax? — bx)% = glog (ax? — bx).
1

2Vxt — 1

. )

———— (Ex. Art. 58).

Vg s

14. Dlog § Vo + 1 (1—)} =Dflog Vx + 1 + log (1—x)}
1 I 3x+1

12, Dlog {Vao+ 1+ Vo —1} =

13. Dlog (x + Va? + &) =

=2(x+1),+x—1 Tz —1)
2
15. D log Vax® — :Délog (axg-c):éaigaic.
Vi —a? — —1
16. Dlog—x—=D{10g Vi—a?—loga} = Ta=

RI=

I
7. Yy =& .-.logy=;c- log x;

Dy 1 LI 1 — log x
P g = T
= 1 — log x ,1,
. Dx”® = e

18. The symbol sin/ is to be read Ayperbolic sine of, or ’
sine of ; cosh, hyperbolic cosine of, and so on. The hyperbolic
functions are defined as follows:

sinh x = z(e’”—— —*); cosh x =£(e"+e‘“‘);
2
inh & — e h.
tanh & — S0 % ‘_; cothx:c—.os—ff;
coshx &+ e% sinh x
sech x = —I; cosech & = ——.
cosh x sinh x
Show that,
D, sinh x = cosh x; D, cosh x = sinh x;
D, tanh x = sech?x; D, cothax = — cosech?x;
D, sech x = — sech x tanh x;

D, cosech x = — cosech «x coth .
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60. List of Fundamental Derivatives, all taken with
respect to x, where # = / (x).

D (u)* = n ()~ Du,

Du
D log, u = log, e - .
Du
DlOgeu :T-
D a* = log, a - a* Du.
D e* = e* Du.
D sinu = cosu - Du.
Dcosu=—sinu - Du.
D tan u = sec’ u + Du.
Dcotu =—csc’u - Du.
Dsecu = secutan u - Du.
Dcscu=—cscucotu. Du,
D vers u = sin u « Du.
D covers u = — cos u - Du.
Dsin~tu= —~]-)—_u._
Vi—uw?
Dcos™tu=— —D__i—ﬂ
Vi—u?
Du
Dtan™u = ——
I+4+u
Du
Dcot7tu =— .
1+ u
Du
DSeC-_lu R el ]
uve?E — 1
DCSC"lu:——Du—~.
uvu:i — 1
D
Dvers—tu — 9% .,
Vau — o?
Du

Decovers™'g = — ——— __,
V2u —u?



CHAPTER VII.

HIGHER DERIVATIVES. DERIVED CURVES.
APPLICATIONS TO MECHANICS.

61. Higher Derivatives. The first derivative of f (x)
or f’(«x), is either a function of x or a constant. It can
therefore be differentiatéd withrespect to x. The result is
called the second derivative of f(x) and is denoted by f”/
(x). Its derivative with respect to «x is denoted by f (x)
and so on.

Thus if (%) = o, f/ (%) = 3% f"/ (%) = 6%, f'" (x)=06
and ¥ (x) = 0. The subsequent derivatives are all zero.

Besides the above notation, the following symbols are
used:

Successive derivatives of y = f(«) with respect to x:

Fir:"?t, S(x), ¥, D.y, %.;
Second, f"’(x), ¥, v-Dz (Dyy) = Z?Jy, ‘Jé <§f‘é>: ‘Z%;
Third, /" (x), ", = DSy %;
a":y
nt S,y D.y, T

Tn f® (x) or y*, n is inclosed in a parenthesis to dis-
tinguish it from y”.
Where D is used without a subscript, it is understood to

mean D,.
130
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The »™ derivative is required in certain cases, as of de-
velopment into series. In the case of only a few functions
can the #* derivative be readily found. Some of these
are given below.

() f@) = fl@) = f@®) =6, ...; . f0%) = ¢
(i) y=a*.) =loga. % )"’ = (loga)’. a7, . 3 = (log @)" a”.
(ili) y=e® .y = ae™, ¥y = a%™, . . ., Y™ = a"e™,
(iv) In Art. 59, Ex. (v), we found,

De* sin (bx + ¢) = Re™ sin (bx + ¢ + 0),

De* cos (bx + ¢) = Re* cos (bx + ¢ + 0),
where R cos 0 = @, Rsin@ = b .. R = \a® + b’, tan 6 = b/a.

In words, the derivative of either function is found by multi-
plying by & and increasing the angle by 6.

s D sin (bx + ©) = K% sin (bx + ¢ + 26),
D¢ sin (bx + ¢) = K% sin (bx + ¢ + 3 0);
whence,  D"* sin (bx + ¢) = R sin (bx + ¢ + 7 0).
Similarly, D" cos (bx + ¢) = K" cos (bx + ¢ + 7 0).
Ifa=0. ..R=0tanf = 0 .0 =17/2;

oo Drsin (bx +¢) = b sin <bx + ¢+ 71;)
D" cos (bx + ¢) = b" cos (bx +c +ﬂ§)
The last two results are easily proved independently. Thus,
D sin (x4 ¢) = b cos (bx + ¢) = & sin (bx + ¢ + =/2), from
which the law for writing out successive derivatives is obvious.

W) Sfx) = am . fl(x) = mam 7" (x) = m (m — 1) 22,
S(x%) = m (m — 1) (m — 2) x™?, etc.

The law here is, that the exponent of x is 7 minus the order
of the derivative, and the last factor in » is 7 minus a number
one less than the order of the derivative.
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S E)=m(m —1) ... (m— (n—1))am "
=m(@m —1)(m—2) ... (m—n+1)2""

(vi) /() =log (x + ) - fi(x)= (1 +2)7,

S @) =(=1) (1+x)77

F7) = (=122 (4 2 @) = (= 0Pl (e
S =(—) ez —1 (14 x)Tm¥

(vii) Successive derivatives of implicit functions are formed

as illustrated in this example.

Ify—spr=0..29yDy—4p=o0..Dy=2p/y

— 24Dy T 22 . 42
= ——=—= substituting Dy = 7 Dy = — I .

é 3 22D 3
Dgy=4;>D(y) _ 122y Dy 2470

b N P

Dy

Examples.

L y=ax* + 0+ ¢y =|4a

2. f(x) =a"logx .. f1" (x) = 2x™ L
3. f(@) =xlogw . /" (x) =(—1)" % |n—2+ 27"
4. f(x) =tan x .. [ (x) = 2 + 8 tan* ¥ + 6 tan‘ax.
2 B
5.9 =~ fx: C[x At 1) ]y =6 ()
Ay 2dy 2y
a2 P A A N A
6. If y = ax +bx..dx2 x/z’x+x2 o.
. 2
7. Iy = ae®™ 4 be™ .. flx%‘c?y: o.
a%y 7’ .
2 2 _ 0 . T X
8. If x? + 9 =a® .~ o 7 See (vii)

¥lm=12"3"4...m—1)m
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P a0
9. If;—f—bz—«l..l)z = T

0. If y =" . y(*) = & (x + 7).
1. Ify=2a% . p¥ =& (24 8x + 12).
12. By the formula for powers, D [F (x)]" = »n [F (x)]" "
DFx.
" DDYT =2 Dy D'y; D (D) = n (Do) Dy
a ,[}, n {l'_y n~1[{2y
A% I 8 0. — () hd e
D) =40y ,dx<dx> n <dx> 5

13. In Art. 33, it was shown, that if y = # (%), # = f (x),

DLW
If x=e“.'.u=logx.'.%=%- %
’f_?:ii(Q)_I_ﬁ.
dx*  xdx\du x? du
(@)
biby (@)t G %

Yy 1(11’2)/ zz’y>_ 1<f2_):___ﬂ_7j_/>

Codxt T 2\did du) T \did du)’

The independent variable is thus changed from x to .

62. Acceleration. Acceleration is time-rate of velocity.
Referring to Art. 46 (which re-read) for the familiar illus-
tration of falling bodies, we have given the equation,

s =16 2,

where s is the distance fallen through in feet in ¢ seconds
of free fall.
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Calling v the velocity acquired, precisely at the end of ¢

seconds, expressed in feet per second,
as

'ZIZZ:le.

In (¢ + A¢) seconds, call the new velocity v + A,

v+ Av=32(+ A%
Av

Az %%

The change of velocity A v, divided by Ay the time in
acquiring the additional velocity A v, is the average-rate of
change of velocity per second. In this instance, it is con-
stant and equal to 32, which means that the velocity in-
creases 32 feet per second in each second of time. The

is the acceleration or time-rate of velocity. In cases like
this, where the acceleration is comstant, the acceleration
means the actual change of velocity during a unit of time.

The following values computed from the formulas, s =
16 #, v= 324 = acceleration = 32, may make the sub-
ject plainer.

¢ s 7 a
I 16 32 32
2 64 64 32
3 144 96 32

4 256 128

Thus at the end of 4 seconds, the body has fallen through
256 feet, the velocity at the instant is 128 feet per second,
and the velocity changes 32 feet a second during each
second of fall.
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If for some other case of motion,

s = (B,
ds
.7/:—{;,;:30‘2,
.o+ Av=3c(t+ ADY
Av
oe—— = t+ A,
A, = 3¢t AY

This gives the average-rate or change per second of
velocity in the time A7 succeeding the time z This ap-
proaches a limit,

dv ,
‘E = 6[f,

which is the time-rate of v and is defined as the accelera-
tion.

Acceleration then is what the average-rate of change (or
change per second) of velocity approaches indefinitely as
the time of the change, A ¢, diminishes indefinitely. It will
be denoted by a.

From the above, it will be observed that whether the

acceleration is constant or variable,%} will always give its

value. This equals % Thus,

. s dv  d%

= 2. E M = == —— == M
if, s=162; v y7 32%; a 7= ZE = 3%
. ds ” dv  d%
lf, S=Cﬁ;ﬂ=zj=3[j';a:Z‘=~ﬁ=6fl.

It will be necessary for the beginner to recur again and
again to the fundamental ideas and processes involved in
this article and Art. 46, to thoroughly grasp the meaning
of velocity and acceleration in connection with their sym-
bolic equivalents.
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ExampLe 1. If s = 16 #% find 2 and « at the end of 4 seconds,

ExampLE 2. If s = 16 té, find » and o at the end of 9 sec-
onds. a here is negative, indicating that the velocity is de-
creasing as £ increases.

ExampLE 3. In Art. 5o (viii), the velocity components par-
allel to OX and OY of a point moving in a circle a® + 3* = a2
clockwise, with a constant velocity z along the curve, were
found to be,

dx v ay v
Z=d @ T T e
d’x v dy e
7 e d T 2%
a2y v dx 22
- TaldT &
d*x , .
7 s the acceleration parallel to OX;
d% . .
i 1S the acceleration parallel to OY.
Since both are negative in quadrant I, % and % are each

decreasing as x increases (Art. 32).

ExamprE 4. From (vii), Art. 5o, for a point moving with
constant velocity » around a parabola clockwise, prove the axial
accelerations to be,

i 8 | Ay 4.%7

E OV A (VL

Angular Acceleration. In Art. 56, angular velocity
was defined. If @ = arc described by a point in a rotating
body, at a unit’s distance from its axis of rotation, reckoned

from any fixed radius of the unit circle, then 51_0 was found

dat

to represent the angular velocity.
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By analogy to what has preceded

d (d§ a0
()~
represents the amgular acceleration or timerate of change
of angular velocity. If this is uniform, it represents the
change of velocity of the moving point in each unit of
time ; if variable, it represents “

what the average-rate of change M /
of the velocity of the point, at /

time ¢, approaches indefinitely
as the time of the change / v
(A¢) diminishes indefinitely. /
The reasoning above given for
rectilinear motion applies
throughout with the exception o 7
that the moving point now

describes a circle having unit = —
radius. Ey
63. Derived Curves. To | 4 L
represent graphically distance .
passed over, velocity and accel- d 3

eration in the case of falling
bodies, replace s by y for con- Fig. 39.

venience and let the axis of abscissas be the taxis. Also,
as the ordinates of the actual loci are too large to plot con-
veniently, divide by 64 and graph the « plotted loci” below.

AcruaL Locr. ProrTED Loct.
y =162 y =172
Yy =32t y =1z

V' = 32 Y' =%
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ay v
In th f las, ¢y = Z =9, ¥/ ===
n these formulas, ¥ 5 =" 7

39, with origin at O and axes Ot and OY, y =1 # is
plotted to scale as usual; with O’ as origin, ' = ¢ is
drawn ; finally, with O”" as origin, 3" = } is constructed.
The points O’ and Q" lie on YO produced, and the new
axes of abscissas are parallel to the old. By a comparison
of the formulas above, it is seen that the ordinates y, y/, ¥
of the «plotted loci,” when measured to scale, must each
be multiplied by 64 to give the true result. Thus at the
end of ¢ seconds, the body has fallen through 64 y feet,
the velocity is 64 9/ feet per second and the acceleration
64 x 1 = 32 feet per second, the ordinates v, y/, ¥’/ being
measured to scale on the drawing and their numerical
values used.

The upper curve, with O as origin, is called the primitive
curve ; the (straight) line through O’, the first derived curve
and the lower (straight) line the second derived curve.
Evidently the slope of the primitive curve at any point

= d. "In I“ig.

whose ordinate is y, is y = ((% (measured to scale), and the

slope of the first derived curve at y is 9" = % =1 or
constant.

For the “actual loci,” such values must be multiplied
by 64. The advantage of a graph is that for any value of
%, integral or fractional, the values of y, 4’ and 4"’ can be
read off at a glance; besides, it presents a complete picture
of the variations of the functions as the time varies.

Ordinarily the first and second derived curves are not
straight lines. A more general case is shown by Fig. 40,
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where the primitive curve with O as origin has the equa-
tion y = sinx; therefore the first derived is y = cos x
and the second derived, y/ = — sin «, plotted with O’ and
O as origins respectively. Here the slope of each curve
for a given x is given by the ordinate of the curve below,
measured to scale (the same scale was used here for lines
parallel or perpendicular to OX).
Two theorems may be stated:

. Y 3
(1) where the tangent lines are o — s
. . z
parallel to OX in any curve, its [

derived (the curve just below it) ,)[\‘
crosses its axis of abscissas and
conversely ; (2) corresponding to
points of inflection in any curve
(as 7 in the primitive) are tan-
gent lines parallel to OX in its
derived curve. The first theorem is evident; the reason
for the second will be made plain later. See Gibson’s
Calculus, pp. 183, 190, for the construction of both derived
and integral curves when the original curve is not given
by an equation.

O=

'S

%

Fig. 40.

As an illustration of how these curves may be of use in
practice, suppose a point 7, Fig. 41, to move around the circle
counter-clockwise with a constant velocity ».  If the radius of the
circle is @, the velocity of a point moving in a unit circle with
center at O is z/a. This is the “angular velocity.” If 6=

angle XOP in circular measure, then @9 =Z.
a

Projecting the point 2 (x, ) on OY at AV, let us find the
velocity and acceleration of &V, which moves up or down along
OY as P moves around the circle,
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We have,
y = asin 6,
dy d
r_ Y . —
Y == acos . — =wcos 0,
9 2
" Z’ffz Cwsing. ”’7;’= —Zsino.

The velocity 3 of Vdecreases from v for § = o, to 3 = o at

ks . .
Y] 6 = —; it then increases nu-
2

merically as /V moves down-

N B P wards, until at § ==, ¥ =
y — 2 (Pis now at B and IV
v v at 0). It becomes zero at
1
B o x M JA X

6 = f”’ and then as 2 de-

scribes the last quadrant, V

moves from D to O, with an

DFig‘ N increasing velocity which

again attains the value v just

as P reaches 4. Let the student trace the changes in the
acceleration »’/ as 6 varies from o to 2 .

These variations are exactly represented in the curves of Fig.

40 on changing x to 6, but to get the actual values just found,

from the curves of Fig. 40, y must be magnified & times; 3!, v

2

v .
times, and »”, (;) times.

Thus, as 0 increases from o to 2 m, the ordinates y,3",5”, of
. . . .
Fig. 40, magnified @, v and - times respectively, represent

exactly, for any assumed 6, the distance of AV from O in Fig.
41, the velocity of IV along O Yand its acceleration respectively.
The acceleration is seen to be o at § = o, (— #%/a) at 6 = «/z,
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oat m (¢°/a) at 3m/2 and o at 2a. For all intermediate
values, the second derived curve shows whether 3’ is increas-
ing or decreasing as 6 increases.

The motion of NV, Fig. 41, is a case of simple harmonic motion ;
the motion of A has already been discussed in Art. 56, for
7/ =~ . Both are given in Ex. 3, Art. 62, for clockwise motion,

ExamMPLE 1. Draw the curve s = ¢ cos 0 with its first and
second derived curves, regarding 6 as the abscissa and s as the
ordinate. ‘This will show the motion of A7, Fig. 41.

ExampLE 2. Assuming y = x + 1 a?% as the equation of the
primitive curve, construct it for « positive ; also its first and
second derived curves.

ExampLE 3. Construct, for positive values of x only, y=ua8;
also its first and second derived curves.

64. Applications to Mechanics. In Mechanics, the
force F acting on a body of mass m and producing in it an
acceleration f feet per second in each second, is given by

the relation, P
Femf=m Z?’

ProBLEM I. Suppose a body of mass # to be subjected to a
continuously acting force & which is directly proportional to the
distance s of the body from O (Fig. 42) and is always directed
towards O whether s is positive or negative. Denote the force
acting on unit mass at one
foot from O, u. The force J‘ ““““ -3 S
acting on the body is then l ° s
numerically wms and is
directed to the left when
s is positive and to the right when s is negative, In the latter
case, its value is positive and equals (—u 7). In either case,
the force acting to the right is — wm s, which equals 7/, since
the force in the direction in which s increases is always #/.

&~ >
i
[SIRY

Fig. 42.
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Whatever the mass, the two equations,

-ds adv.
v:l-l}andl—iz—f~-—,u,s,

are true. Multiplying them together,

v[l?/__ s ds (1
- TRy )
w2t = —us?4 C,

since on differentiating the-latter equation and dividing by 2, we

obtain the preceding equation.
To determine the constant C, let us make the assumption
that o = o when s = a.

o= —puat+C . C=pud,
zz=,u%(a2—s2)% .o (2

or — I <a’.f) 3
— (=) =
' Vot — s? \at
H 15 3 ’
ence, cosTi—=p 4 C,
for on differentiating this, as to #, we derive the preceding
equation.

If we count the time from the instant when the body is at 4
. ¢ = o0 when s = @; hence C’ = o,

- 15
cot=pcosTI S . (3)
a
or, § = a cos (,u,%i),

which is a case of simple harmonic motion Since cos (‘u,% 2)
varies from 4+ 1 to — 1 and back again, as # increases from o to
2 1r/,u,%, the body starting at 4 (s = @) passes to 4’ (s = — a)
and then returns to 4 and repeats indefinitely.
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From (2), v =oats= 4+ aor—a; at O (s =0),v = api,
the maximum velocity.

From (3), when s=o,¢= %w,«f%a %71'[.&_-%, etc.; also, the
time in going from 4 (s = o) to A (s=—a)is ‘u.—% .

If a body could fall through a vertical shaft, passing through
the center of the earth to the other side, with no resistances (as
of the air) to free motion, the motion would correspond to the case
just given; for by Mechanics the acceleration f in such a case,
varies directly as the distance from the center of the earth. If
we call the acceleration due to gravity at the surface of the
earth g and 7 the radius of the earth in feet, ¢ = w#. There-
fore as above, the velocity in feet per second with which the
body reaches the center of the earth is, putting @ = 7,

v =rNp= Vg,

and the time required to fall through the earth is,

Placing » = 20919360 and ¢ = 32.17 (corresponding to the
latitude of New York) we find 2 # = 42 min., 13.4 seconds. Of
course the resistance of the air would change this result very
greatly.

ProBLEmM II. Find the velocity with which a body would
strike the earth in falling from a point above the surface of the
earth, assuming that the acceleration of the body varies in-
versely as the square of the distance from the earth’s center.

In Fig. 42, let O represent the center of the earth, its radius
being 7, s (now > 7) is the distance from O to the body at any
point of its fall from 4. Thus s varies from s = a = 04 to
s = 7 during the fall.
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The acceleration f at the distance s from O, by the law
stated, is given in terms of s by the equation,
JS_ 7 . g s
E—S—z‘..f—?— dfz...,(l)

the minus sign being used since (j;) diminishes as s increases,
and .. its derivative must be negative. Multiplying (1) by

a’s) .
— ) and re-arranging,

dt
as\' d [ds\ or2;—2ds
a2t dt\dt) — T ° T dt’

This equation can be obtained from the following, by differ-
entiating the latter with respect to 4, Art. 36.
1 [ds\? gr?
ISy L ¢
2 <a’i> s +
o
Since v = 0 when s =a ... C= — Qa—- Hence the velocity

v, when the body strikes the earth at s = 7, is given by,
T (11
S U =8 <r a)...(z)
Asa = 0, 1/a = o and (2) tends to the value,
0= Vign
or 6.95 + miles a second. Hence the velocity with which a
falling body can reach the earth, can never exceed 7 miles a
second, however great the fall.
For a small fall %, putting @ = » + Z in (2),
Vi I
=gh .
r+ A - é
p

This shows exactly the small error made in the common

v = gr

N

formula, P = 2gh

corresponding to a fall of, say, a few hundred feet.



CHAPTER VIIIL

INFINITE SERIES. TAYLOR'S THEOREM.
EXPANSION OF FUNCTIONS.

65. Infinite Series. Let us consider the sum,
‘g fug+ o U+ U+

where u,, u, u, etc., are connected by some law, and call
the sum of the first # terms s, ;

L S,=u Uy Uyt .Uy

The successive terms may be positive or negative. If
the number of terms is finite, the value of the series is
simply the sum of the terms; but if the number of terms
is infinite, the value, denoted by s, is the limit of the sum
of the first »# terms, as # increases indefinitely.

s = lim s,.

7= 0
When the number of terms is infinite, the series is
called an infinite series.* Where s, tends to a definite
finite limit s, the infinite series is said to be convergent, and
to converge to the value s.

# Infinite is here used in the sense of never ending, just as space and
time are never ending. Thus an infinite series is a never ending series. A
never ending series cannot properly be called an infinite series if by an in-
finite number we mean the reciprocal of an infinitesimal (Remark, Art. 45).
Such an “infinite series ” always ends! To avoid this double meaning to
¢ inﬁnity,” the word, in this book, is restricted throughout to mean but one
thing, absolute infinity, corresponding to never ending, without limits or
bounds.

145
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If, however, s, increases numerically beyond all bounds
as n = oo, the series is divergeni, and s, has no limit.
Finally s, may oscillale as n =, between certain finite
values, and s, therefore has no definite limit, and the series
is non-convergent.

An example of an oscillatory series is,

Sp=I1—I+TI—14+...4 (—1) 11,
which takes the value o or 1 according as #» is even or

odd.
For the ordinary geometric series,

a+tax+ax®>+...+ax" ' tax"+ .. .,
it is shown in Algebra that,

Ss=a(l+x+a+. . 2" )= — ——.

If x is intermediate in value to — 1 and 4 1, or in
brief, if — 1 <x < + 1,

. a
. lims, =5 =

’
I—Xx

since by Art. 23, Exs. 1, 2, 3,

lim »

n=ow I —X

X7 = 0.

In fact, by actual division,

=a<1+x+x2+. R xn)

I —Xx I —Xx

which is true for all values of x but x = 1, since division
by o is expressly excluded by the laws of Algebra. The

n

term in the last equation, is called the remainder

I—
after n terms, and indicates the error made in summing only
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n terms. Thus if ¥ = 0.1, a = 1, # = 5, the sum of the

first 5 terms in the right member differs from L by
I — 0.1

(o._91)° = .0000I1 +.

When — 1 < x < 1, the remainder tends to zero as its
limit, and the infinite series @ (1 + x + &* + . . .) repre-
sents or defines the function ¢/ (1 — x). But if x is
numerically greater than 1, the remainder increases nu-
merically with #, and the sum of » terms of the series
differs more and more from a/ (1 — ) ; the infinite series
a (1 4+ %+« 4+ .. .)is divergent, since it increases with-
out limit, and it does not represent the function a/ (1 — «)
at all.

When x = — 1, we have the oscillatory series given
above, which does not converge to a definite value.

We conclude that the infinite series (with no remainder

term), aGtatatt )

can represent the function a/ (1 — x) only when x lies
between — 1 and + 1 in value.

Only convergent series are of use in practice.

The most important formula ever devised for the expan-
sion of functions into series is the one named after the
discoverer, “Taylor’s formula.” As preliminary to its deri-
vation, the following important theorem will be proved.

66. Rolle’s Theorem. Let F (x) be a single valued func-
tion of «,then if F (x) and F’' (x) are continuous as x
varies from a to b, and if I (x) is zero when x = a and when
x = b, then F' (x) will be zero for at least one value of x
between a and b.
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In Fig. 43, let y = F (x) represent the continuous curve
APB which crosses the x-axis at 4 (x = ¢) and B (x = D),
then the theorem
states, what is evident
from the figure, if F’
(%) is continuous from

\B A to B, that for at

o 2 N X least one point P on
-7 ' the curve, between A
e ' 7 ‘
D v e )% and B, the tangent is

parallel to the x-axis.

The student should
draw a wavy curve from 4 to B to show that where there
are several points as P where the tangent is parallel to
the x-axis, the number of such points is always odd.

ANV A 7

(a) (b) () (e) .
Fig. a4.

Fig. 44 illustrates the necessity for continuity in both
F(x) and F’(x) between x = ¢ and x = b. Thus in Fig.
44 (a) and (b), v is discontinuous (Art. 33), in (¢) and (d)
the slope is discontinuous, changing suddenly at P in (c)
and becoming infinite at P in (d). At Fig. 44 (e), y is not
single-valued at B. In none of these cases is F'(x) =
between 4 and B or when «x lies between a and b.

67. Taylor’s Series. Toexpand f(x)inaseries of the form,

J@) =4y + A (v —a)+ 4y (x—a)’ + 43 (x —a )
4+ .. +An(x.—a)"’+...,
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where A4, 4,, 4,, 4,, . . . 4,, . . . are constants to be
determined, we have to assume the convergency of the
expansion and also that the above infinite series can be
successively differentiated term by term exactly as if it was
a finite series. The last is proved in larger treatises on
the Calculus. It is also assumed that f(x) and all of its
derivatives are continuous, from x = x to x = a inclusive.

The object in this article is to get the form of the
expansion. It will lead to a rigorous proof to be given
subsequently.

On differentiating successively the above identity with
respect to x, we obtain,

F@) — A 2 dy (5 —a) 3 A (r— P e
f” (x):zAz-}-z . 3A3(x—a)+ ey

S (%) =2 . 34, + terms in (x — a),

J® (x) = |n 4, + terms in (x — a),

On making x = ¢ in each of the identities, since the
derivatives are by assumption continuous in the vicinity of
x = a, none are infinite or indefinite, and we have,

A= F(@); A= F(a); A=L"D,

I« 2
AZM;...,A:‘L@.‘..;.
3 1.2'3 n ‘-121

Hence substituting in the first equation,

a)?

f(x)=f(a)+ (x—(l)j (a) + (11—___-/”' (a) +I(_.x:_£f%f///(a)

+~-+g:ﬂiﬂ“W@+g@ﬂﬂW@+“%0

|72 — 1
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This is one form of Taylor’s series, which is named after
Dr. Brook Taylor who discovered it. Another form is
obtained from (1) by putting (' + k) for x and &' for a
(-~ x — @ = h) and then dropping accents.

f(x+h)=f(x) + hf’ - L f’ + L f
X 117
(X h) = £60 + B 00 + 0 )+ 1 ()

+...+gf@t)(x)+...(2)

In this form, f(x) and all of its derivatives are supposed
to be continuous from x to x + h.

ExaMPLE 1. Let f(x+ %)= (x+/4)> .. f(x)=x"; f(x)
=3 a% f(x) = 2.3 x; f7 (x¥) = 2.3; /7 (x) and higher
derivatives are each zero; hence in this case the series termi-
nates. On substituting these values in (2), we get,

(2 4+ 7P = 2% 4+ 3 2% + 3272 + /5.
This example is a particular case of the following :
ExampiE 2. Let
St = @A A e f () = as
S (%) = mam1y S (%) = m (m — 1) 232,
J(x) = m (m — 1) (m — 2) 2™ 75, etc.
Substituting in (2), we derive the dinomial formula,

‘m (m — 1)

(x+ )" = a™ + mx™ 1/ + P Kxm—2j2
m(m — 1) (m — z)x’”_‘%g—l- o
I+2+3

ExamprEe 3. Let f(x + /%) = log, (x + %) .. f(x)=log,x.
, m , m
Put m =log,e .. f/(x) =;,f’ (%) = -

2m 6 m

f///(x):ix_:i, fi"(x)z ——?, c e e
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", substituting in (2), we get the lgarithmic series,

7t 7’ V/ /s
g (o4 7y = logae 4 m(f— A BB
0g, (x + 4) = log, x + m x 2x5+3x3 o >
Here x must not be o, since f(x), /" (x), f/"'(x), . . . are

then discontinuous.
We derive the Napierian logarithmic series from this by putting
a=¢x=1, .m=1;
log (x + %) =
ExaAMPLE 4. Let
S (x4+A)y=sin(x+72) .. f (x)=sinag,

VA A
— J— + _—
12 3

NN

S (%) = cos x, S (») = —sinux,
S(x) = —cosx, - - -,

. 2 . hS
.‘.sin(x—l-ﬁ)=smx—|—/zcosx—_—;smx—gcosx—|----
3 5
If weo, sni—i—Ti % _ ..

3 1[5

The angle must of course be expressed in radians. Thus to
get sin 20°, -
= 5 = 0.34906585.

On substituting in the last formula and using only three terms
we get, sin /g = 0.34202, as given in a 5 place table.
ExampriE 5. Prove,
a=th = a"{ I+ log(zé + (log a)* ~ + (log a)® ﬁ—3—|— . }
: : B

Exampie 6. Develop (x — a + %)* by Taylor’s series.
S(x) = (x — a)g, S(x) =2 (x —a)73, ete.
(x ﬂ-l-ﬁ%— 34 2/ — 47 R
T ) = (w—a) 3(x—a)% 18 (x—a)t
This development is not true for x = @ as was foreseen, since
then f/(x), /" (x), . . . are all discontinuous. The value of
the function for & = a is /4%,
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67a. Maclaurin’s Series. In (1) of Art. 67, on putting
a = o, we obtain Maclaurin’s series,

3

2
X f// (0)+

£(x) = £(0) +xE (0) + 2

: 7 (0)+ -+ - (1 a).

In this formula, to find f7(0), the »* derivative of f(x)
must be first found and in the result, x put equal to zero.

ExamprLE. Let

S (x) =sinx oo f (o) =o.

“ Jf (%) =cosx s S (o) =1
S (%) = —sinx oo S (0) = o
S (x) = — cos x oo S (0) = — 1.
SY (%) =sinx oo SV (0) = o.

S (x) =cos x AR RS
Hence substituting in (1 @),

sin x =& — 'ﬁs + f

3 Is
Examples.

Prove by Maclaurin’s series the following :

X 2ab
1. tanx =+ — 4+ — 4+ - -
3 15

2 secx—-1+f—z+ﬁ+
| ERP
x2 2at
Ddog (cosa) = — 2 — 22 ...
3 g ( ) lﬁ ‘i
log ( . B X2 x at
4. g1+51nx)_—‘x—-2~+€—5+---

Why cannot log (sin x) be expanded ?
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2x“+32x5

B (6

Hint: 2 sin x cos ¥ = sin 2 «.
F R R CU

6. tan"lx =0 — — f+ — — — F — — . ..

3 5 7 9

Hint: /(@) =G0+ 2)"=1—a fat —af4 ...

5. sinfx = x? —

4+ ..

S = —2x+ 42 —06x5 4+ ..., etc.
The éxpansion is true when — 1 < & < 1 (Art. 72, Ex. 5).
1 I T
. If * =-——, tan—! <~:>=
’ V5 NEAN
I (1 I i I 1 + )
V3 9 435 189
= 3.14 + « -

Other series have been devised that converge much more
rapidly than this,
x?  xt

8. &P Ty —— .
2 8

x? xt

9- 10g(I+e’”):log2+f+.__;__+_,.
2 28 24

By Taylor’s formula (2), Art. 67, find:

A it

ERRN TR
VA
.
FRICY

= COS x coS 42 — sin x sin k.

10. Cos (¥ + %) = cos x (1 —

— sin x (4 —

2
. . a

11. log sin (¢ + x) = log sin & 4 @ cot x — — cosec? x
e 2

3

a

+—cot x cosec’x + . ..
3



154 A BRIEF COURSE IN THE CALCULUS. [Art. 68.]

12. In Art. 61 (iv), on putting @ = cos a, b = sin a, ¢ = o,

we find =1, tan 0 = tan a .. 0 =a and D% "% cos

(% sin &) = 7% cos (¥ sin a + 7a).

. maken = 1, 2, 3, . . . and prove, by Maclaurin’s formula
2 3

cos (x sin a) =1+x cos a+ F_—COSQOL + Ecosga—l— NN
2 3

_xcosa

The student is referred to Gibson’s Calculus, pp. 375-40%, for
instructive chapters on Infinite Series.

The examples above sufficiently illustrate the use of the
formulas and their extreme generality. We have yet to
ascertain when the series obtained are convergent and rep-
resent the functions. To aid in this a general expression
for “the remainder after »# terms” (see illustration in Art.
65) will now be found.

68. Taylor’s Theorem. Remainder after n Terms.
Suppose f(x) and its first » derivatives to be continuous
from x = atox = b, also note that f (a), /" (@), . .
mean that the derivatives of f (x) with respect to x, f' (x),
f" (%), . . ., must be formed and a put for x in the results.

Let us write,

SO=s@+0—ar @+ LD @
O pr @) + &,

|7 — 1

where R is such a number that added to the value of the
first » terms of the right member, the result shall exactly
equal the value of f(b). By proceeding as indicated below,
it is found that a general expression for R can be found
which accounts for our assuming the particular form of
series chosen.
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To get the first form of “remainder after u terms,”

place R = (b — a)" Q.

PO =@+ 6 -0 @+ CT L@ 1
O e o a0 )

p=

Q is here a constant, since every term in (1) is a con-
stant. The object is to find an expression for Q.
Let us consider a function of x, F (x), given by the

equation,

LX) =70 =S (x) =G —=x)/ ) — 10— xS (x)

L O e @) — -2 Q. @)

The reason for taking this form of a function is that
F (a¢) =0 by (1) and F (b) = o identically, hence by
Rolle’s theorem (Art. 66) F’ (x) must be zero for a value
of x, say «,, between a and b, since F (x) and F’ (x) are
continuous from x = a to x = b, for by assumption, f(x)
and its first » derivatives are continuous from x = ¢ to

x = b (Art. 34).

If the student find difficulty here, let him note that the right
member of (2) is the sum of a finite (# 4 1) number of terms
containing x in some form or other; therefore y = #(x) can
be supposed drawn from (x = @, y = o) to (x = 4, ¥ = o) and
is sufficiently represented by Fig. 43, Art. 66, to show that
F(x) = o for some value of «, x,, between ¢ and 2.

In differentiating (2), note that the derivative of f/ x) =
S (%), etc,, and that the rules for the sum and the product
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(Arts. 37-40) must be applied. The derivative of (2) with
respect to x is,

L' (@) =o0—f" @) +/f () —O0—x)S" ®)+C—2) /" *)+ . ..

_%f(n) @ +2G—2""1Q... ®1Q)

It will be observed that the terms destroy each other in
pairs, so that only the last two terms are left. = Since
F’ (%) = o for & = x, where x, lies between ¢ and b, we
derive from (3) the desired value of Q.

Q= ,;Zf:") @) ... (4)

If 6 = a positive proper fraction, d.e., if 0 < 6 < 1, any
number x, between ¢ and b can be written

%, =a+ 06— a).

On substituting the value of Q just found in (1), we
have,
SO)=F@+ @ —a)f (@ +50b—af @+ ...
— n—1 — n
+ Q__Lf(n—l)(a) + ufn [a + 6 b — a)] A (5)
2 =1 2 |
The demonstration above holds whatever the value of b
we start with, provided f(x) and its first » derivatives are
continuous from x = @ to x = b. Hence we can replace b
by «x and write,

S =f@+@x—a) f (@ +3x—alf"@+...
Carr @+ LTt 0e—at - ©
provided f (x), f' (%), f” (x), . . , f™ (x) are continuous
fromx = ato x = x.

+
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This equation may be said to expressa theorem which
is known as T'aylor’s T heorem.

The number & is unknown except that it is some posi-
tive proper fraction. It has generally different values for
different values of x and .

If we denote the sum of the first # terms of (6) by
S, (¥) and the last term, the remainder after n terms, by

R, (%),

S @) =S, (%) + &, (x); B, (x)= Q’%ﬂ@ [e+6(x—a)]...(7)

R, (x) shows the error made in expressing f(x) by the
sum of only # terms of the series. If # can be made so
large that the value of R, (x) for this and all greater
values of #, will be less than any assigned number, how-
ever small, the series will be convergent. Otherwise ex-
pressed, as # = oo in (6) above, if lim R, (x) = 0, the
series (6) approaches the infinite series (1) of Art. 67,
which is then said to be convergent. In this case, since
f(x) and its first # derivatives are by hypothesis continu-
ous, every derivative must be continuous when 7 = co.
When these conditions are fulfilled, (1) of Art. 67 exactly
represents the function f (x).

To decide then whether a series is convergent and rep-
resents the function, we consider R, (x). If its limit as
n = o is zero, the series is convergent and represents the
function. If R, (x) increases with #, the series is diver-
gent and worthless. The infinite series in this case does

not represent the function. An illustration was given in
Art. 65.
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69. Second Form of Remainder. The form of the re-
mainder just found, is called Lagrange’s, after the discoverer
Lagrange. Cauchy’s form for the remainder is easily found by
writing (6 — @) Q instead of (b — a)* Qin Eq. (1) of the last
article and proceeding as there indicated to determine Q. The
last term of Eq. (3) now becomes Q, (4) is replaced by

— (/}_xl)n—l () x
Q= Ty,

and the last term of (5) by,

(b—a) (b —2x)""

6 -0 0= =0 EZ gy
b — a)" (1 — @)1
= C = jat 006 - 0,

since b —x)=b—a—0(0b—a)=(0—a)(1—06).
Hence Cawchy’s form of the Remainder is,

(@ — ay (1 — 6

Ry, (%) = pra

SPle+0@x—a)] ... (8)

This replaces the last term of (6), Art. 68. If in (), Art. 68,
we put b = x + %, @ = x and consequently (& — @) = %, we get,

SR =S @)+ @)

/ln——l

+ T @ E Ry@) - (o)

The two forms of the Remainder are,
kn (I . 6)n—-1

2 —x

Ry(@) = 7P 5+ 00)5 (o) = S+ 0.
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7o. Maclaurin’s Theorem.* Maclaurin’s Theorem is
only another form of Taylor's Theorem, found by putting
a = oin (6) of Art. 68. It is as follows:

S =7() +af @)+ s (o) + I—”‘3—3 PO

xn-—1

PR Oy —Lﬂ—f‘”’ (0x) . .. (10)

Lagrange’s and Cauchy’s forms for the remainder are
respectively,
" (1 — G~
n—1
The first form is written in (10) and can be replaced by

the second, obtained from (8), when desired. Here we
form f™(x) and then replace x by (6 x) to get f* (0 x).

Ry (5) = D7 03 Ru() = @) . . . (1)

LI
71. To prove lim IZ = o.

=%

Suppose y finite and equal to or less numerically than ,
where 7 is a positive integer ; then we have numerically,

yn == y’” . y . y .
1.2.3 .. .2 1.2.3 . . .7m m+ 1 m -+ 2
y 'Z‘ Z}z’, y n—m
7n—1 7 I_??im+1 ’

since there are (7 — ) factors following y™/|», each, after che
first (y/(m + 1)), less than y/(7 + 1).

* Taylor’s Series was published in 1715 in Taylor’s Metkodus Incremen-
torum. Lagrange found the Remainder term named after him and pub-
lished it in 1772. Cauchy’s form was published in 1826, Maclaurin
publisked his series in 1742. Stirling, however, anticipated him, having
published the series that now is called Maclaurin’s in 1730. It is more
properly called Stirling’s Series. Neither author found &y ().
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But y/(m + 1), by hypothesis, is a proper fraction ; hence by
Examples 1, 2, 3, Art. 23,

. ym . _J/ n—m— . . Z’:_
iﬁ@(’”‘FI) =o0..lim >~ = o.

A factor of the form Y*/|7, appears in all the expressions for the

n=w |72

remainder, and its limit as 2 = « is invariably zero; hence if
J* (x) remains finite as 7 = c0, Taylor’s or Maclaurin’s series
gives the expansion of and represents the function f(x).

72. Examples. The #»” derivatives of several functions
given below have been already found in Art. 61, Examples (i) to

(V?: To expand «” by Maclaurin’s formula.
S(x) =a" .. f (x) =loga . a® f" (x) = (log @)? . &* . . .
S (x) = (log &) + a® .. /" (0x) = (log a)" a®~.

Also,

S(©) =a*=1,/f (o) =loga, /" (o) = (log a)?, . . . ;
hence substitutiﬁg in (10) of Art. 70, we get,

&

(log a)" a®=.

o

a”=1+91—vloga+ %(loga)z—l— -t

o Ry (%) .= (xlog A" o0
|72
The factor ¢% is finite; the other factor is of the form y"/|2
whose limit as # = o is'o by Art. 71 .". lim &, (x) = o and
a® is represented by the infinite series, n=e

2
a’”=1+§loga—|——lx—2(loga)2+

I.

f-S (log @)®* + . . .

If @ = e the Napierian base, log ¢ = 1,

3 x4

x X X
.€m=I+T+E+E+E+ “ e e
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2. f (%) =sinx .. f'(x) = cos %, [ (x) = — sin x,

S7() = — cos x, /7 (x) = sin &, (&) = sin (x L ”).
f (O) = O,f, (O) = ny” (o) = °7f,” (O) = - nyiv (O) =0
f® (o) = sin ? S® (0x) = sin<0x + ”2_">

R, (x) = %nf(") bx) = gsin(&r +- ”W> .

Therefore, since the last factor cannot exceed 1 numerically

and Tim li‘;z o by Art. 71, .. limit &, (x) = o and the
inﬁnitz_:ergs, obtained by substituting the above values in
Maclaurin’s formula, or,
sinx =& — x—3+£—£. .
B 5 Iz
is convergent for all finite values of x.

3. Prove in the same way that,

CosS x =1 x2+x4 xﬁ-[-
- E li lg . e
for every finite value of x.

1t may be remarked that the last series may be obtained from
the former by differentiation.

b ) = log (T + @), (#) = (1 + 2L (x) = — (1 +
)72 L@ = (=) ez =1 (T4 X))
wf(0) =0,/ (o) =

=1,/"(@)=—1,.../ ()=
(=)=t |n — 1.

Hence by Maclaurin’s formula,

2 xﬁ x4
| R T S
og (14 x) ==« T3t £, (%)
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The infinite series evidently diverges if x is numerically
greater than 1, since the ratio of the #” term to the one before
it approaches — x as # = . In Algebra this is proved; also
that the series is divergent when & = — 1 and convergent when
X =1.

Lagrange’s remainder is,

0= ()

n x )

For x positive and < 1, the last factor is of the form »*, where »

is a proper fraction .'. its limit is zero; also the limit of 1/7
is zero. .. lim &, (x) = o.
7 = oo

Cauchy’s remainder is,

(el 1 1 —6\*1
£y (%) = (= 1) a1+9x'<1+0x>

For x negative and numerically < 1, the last parenthesis is a
proper fraction, since 1 + 8 x > 1 — 0; 6x being negative, but
numerically < 6. Hence by Ex. 1, Art: 23, the limit as 7z = oo
of the last factor is zero; also Zm x" = o and 1/(1 + 0x) is
finite. .. lim &, () = o.

7n=0

Hence we have shown, that for — 1 < & < 1, the infinite series,

x?  a® at
log(t+x) =0—=+——=1 ...
. 2 3 4
1s convergent.
As this series converges too slowly for computation, write

— « for «, giving

2 3 4
By subtraction,
T+ £ oAb
lo =2fxt+ -4+ =+..
! 3 5 }
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Let, 1+x:y+1 X = !

1—x ¥ ’ 2y 4170

hence when y is positive, x lies between o and 4+ 1.  On making
the substitution, we get,

log (y+1)=logy+2) +I< . >3+3< : >5+
g (y+1)=logy gzy+1 ) G %

a rapidly converging series for the computation of logarithms.

I I 1 :

Thus for y = 1, log 2 ~g3+3.33+5.35—|—...§
.. summing 6 terms, log 2 = 0.693147 + .

Similarly y = 2, gives log 3 =log 2 + etc.; log 4 = log 2=
2 log 23 log 5 =log 4+ ctc.,, on putting y = 4; log 6 =
log 3 X 2 = log 3 4 log 2, and so on. ‘

In this way a table of Napierian logarithms can be com-
puted. In Algebra, it is chown that the Napierian logarithm
of a number must be multiplied by

I

I
"= log 10 = 2.302585 = 0-434294 +

to find the logarithm of the number to base 1o.
5. f(®) = (1 4+ a)m . f (%) = m (1 + x)"7L, ete. (Art. 61,
v.) ffE)y=m@m—1) ... (m—n+1) (T F+x)""
S =5 ) =mf (0)=m(m—1),...
SO Ox)=m(m—1)(m—2)...(m—n+1) (14 0x)"""

o (1 +x)m=I—|—mx+M;I)x2+. ..

1.2
m(m—1) . . .(m—iz—}—z)x
n—1

"4+ R, (x).

When 7 is a positive integer, f™*! (x) = o,/™*2(x) = o, . .
hence the series ends, and the expansion is a finite series of
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(m + 1) terms. When # is not a positive integer, the series is
infinite, and we have to prove for what values of x it is conver-
gent by a consideration of the remainder. Cauchy’s form,

m@m—1). .. (m—n+1) o (
[ —1

Rn (x) =

I—6) ! (1 + 0x)"

can be written,

R, (x) = mx (1 + 096)m-l . (114?00x>n_1 .
(m—1)(m—2)y...(m—n+T7)
1.2...(#n—1)

n—1

When =, whether positive or negative, is numerically less than
1, the first factor mx (1.4 6x)™1, is finite. =~ The parenthesis
term in the”second factor is a proper fraction (see Ex. 4, for «
negative) ; hence the limit of this factoras z and .". (z — 1) = o0,
is o (Ex. 1, Art. 23). Finally the last factor can be written as
the product of (z — 1) factors,

m—nx (m=2)x (m=g)x  (e—ninx G
1 2 3 n—1

each one of the type,

m—vr m
x = (—— 1),
7 7

as we see, on putting 7 successively =1, 2, . .. (2 — 1).

Now lim (iﬂ« — I)x = —x,
r .

7=
. m
a proper fraction ; hence for some value 7, of 7, <~— —_ I) x becomes
7
and remains, less than unity numerically as # still further

increases. Therefore calling the jfinite product of the first 7,
fractions in (i), 4 and the product of the remaining fractions



[Art. 73.] THFEOREM OF MEAN VALUE. 165

(each one a proper fraction) B, we see that 45 is finite for all
values of z.  (In fact, by the reasoning of Art. 71, lim AB = o
as 7 = oo, though this is not necessary to our conclusion.) It
follows that lim &, (x) = o so long as — 1 <& < 1 and the

7=
infinite series is convergent. See Chrystal’s Algebra, vol. 2,
ch. 26, § 6, for x = + 1 or — 1.

If ais greater than &, (@ + &)™ can be written o™ (x + &/a)™
and expanded by the formula for (1 4+ x)™ on putting the
proper fraction, & /e for x. On doing this and then multiplying
through by o™ as indicated, we derive the binomial formula,

m(m — 1)
2
which is thus proved true whether = is positive or negative,

whole or fractional.

If @ is less than &, interchange them in the last formula.
The largest number is written first before developing.

6. Using the results in Exs. 1, 2, 3, Art. 72, prove,

(@ + &) = a" + mam=1 b+ amrE L

exV=1 = cos x + V— 1 sin x,
also, e~*NV =1 = cos x — V— I sin x.
73. Theorem of Mean Value. In (9), Art. 69, the last

term gives the remainder over after #» terms. Let s = I
and (9) takes the form,

F@ R =f @) A 00 . (1)
If n = 2,

S+ ) = F@) + i)+ L 00y L (@),

The first formula is called The Theorem of Mean Value.
It is likewise easily proved by aid of a figure.
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Thus in Fig. 45 let y = f(x) and also f’ (x), the slope
of the curve, be continuous from x to x 4+ k. Then at
some point of the curve between these limits, the tangent
is parallel to the secant. The

y ,
) abscissa of this point can be
w400 represented by x + 6 h, where
f(x+1) o< o<1
7 CLEED ZTE e,
e}
X

Fig. 45. which gives .form__ula (1) above.

- ExamprLe. For the parabola, y = f{x) = % we shall find
that x + 6% = x + L/ Thus,

L&t PD=T@ oy,

which is equal to f'(x) = 2x when we put x + L /% for »
.. 6 = } in this case.



CHAPTER IX.

MAXIMA AND MINIMA. CONCAVITY.

74. Maxima and Minima. Definitions. First Method.
Let us suppose that y = f (x) is represented by a graph —
take Fig. 46 as an illustration ; then points on the curve
as M, S, V, where, as x increases algebraically, the ordinates
cease to decrease and begin to increase, are called furning
points of the function, and the corresponding ordinates
BM, GS, KV, are called wminimum ordinates, and their
scaled values, minimum values of the function. Also
points on the curve, such as Q and 7, where, as x increases
algebraically, the ordinates cease to increase and begin to
decrease, are again called furning poinis, but the corre-
sponding values of the function, represented by the ordi-
nates EQ and HT, are known as maximum values of the
function.

Another definition is as follows :

Let & be a positive quantity, other than zero, but as near
zero as we choose; then f(g) is a maximum value of f (x)
when f (a) is algebraically greater than both f(a — &) and
f(a+ h); f(a) is a minimum value of f(x) when f(a) is
algebraically less than both f(a — k) and f(a + h).

Thus in Fig. 46, if OB = a and AB = BC = h, then
since f(a) = BM, is less than both f(a — h) = AL and
f(a + &) = CN, however small % is, it is a minimum value
of f (x). If however we call OF = @, DE = EF = h, then

167
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since f (¢) = EQ, is greater than both f(a —%) = DP and
f(a + k) = FR, however small 4 is taken, it follows that
f(a) is a2 maximum value of f(x).

The two definitions give the same idea, though expressed
differently. The Calculus turning values generally give
the greatest or least values of the function in a certain

Y

Fig. 46.

range, but not always. Thus in Fig. 46, the greatest
value of f(x) as x varies from o to OK is OJ, which is
not a Calculus maximum ; for f(a) = OJ is not greater
than f(o — k) as well as f(© + k). In physical applica-
tions, this point must be carefully noted. For example,
to design a bridge member, we wish to know the greatest
stress in it that can be caused by a passing load as it
occupies successive positions on the bridge and not simply
the Calculus maximum unless the latter agrees with the
former. ’

Observe that the definition states that f (¢) is a minimum
when it is algebraically less than both f (¢ — &) and f (a+ 7).
Thus for the upper curve of Fig. 40, Art. 63, y = sin x is
a minimum (not a maximum) at x = 37/2. This follows
too from the first definition.
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The abscissas as OB, OE (Fig. 46) corresponding to
turning values are called critical values of x. They may
be found by aid of the principles of Art. 32, which are in
brief, that if f (x) is increasing, as x increases, f’ (x) is
positive ; if decreasing, f’(x) is negative. Thus at L
(Fig. 46), f/(x) is —, at N, f'(x) is + and f(x) is a mini-
mum at M ; at P, f'(x) is +,at R, f/(x) is — and f(x) is a
maximum. If the function f’(x) is continuous, it can only
change sign by passing through zero; hence in this case,
we put f’(x) = o to find the critical values of x. This is
otherwise evident from the figure, since the tangent is
parallel to the x-axis at either M or Q.

When f’(x) is discontinuous as’at V, this test fails to
give the critical value OK. At S or at T, the tangent
is vertical .- if f'(x) =cas x=ga, a is a critical value.
Hence the following test may be applied to ascertain maxi-
mum or minimum values, if any exist.

Having found a critical value a for w, either by solving
f'(x) =o or by noting that as x¥ = @, f'(x) =~ « ; then,

If f'(a — k) is positive and f (a + h) is negative, f (a) is
a maximum of f(x). If f' (@ — h)is negative and f' (a+h)
is positive, f (@) is a minimum of f(x). If f' (a — h) and
¥ (a + k) have both the same sign, f (a) is neither a maxi-
mum nor a minimum of f (x).

The latter case is shown at U, where the tangent is par-
allel to the x-axis, but the ordinate continually decreases as
x passes through the value OI.

ExERCISE. Let the student construct a curve having
JS'(x) = o at U, but with the ordinate increasing as x increases
through O7; also one with a vertical tangent as at .S or 7 but
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(¢) with the ordinate decreasing as x increases through OG and
() increasing as x increasing, passes through OZ. At such a
point called @ point of inflection, there is neither a maximum nor
a minimum,

At a  point saillant” as at V, the critical value of x is
found by inspection of f’(x), since f'(x) must change sign
there. Sometimes the turning values can be found from a
consideration of f(x)alone. Thus y = sin x has maximum
values I at ¥ = 7 2, 27 + /2, etc,and minimum values

at 3m/2, 27 + 3m/2, etc.
Examples.

L f(x) =z2ax—a* .. f/(x) = 2(a — x).
S (x) =ocatx =a.
Sla=r)y=z2h f(a+h)=—2h
-, By the rule, f(x) is a maximum at x = &, since /"(a@ — £)
1s+andf (a—i—/z) is —.
As only the signs are needed, they alone will generally be
given in what follows.
The maximum value of f/(x) is f(a) =
2. f(X) =0+ (x—a)f .. ff(x)=5(@& —a)=oforx = a.
S (@ — %) and f’ (@ + %) are both + ... there is no turn-
ing value. '
In any case when /' (x) is an even power of (x — @) it can-
not change sign and hence there can be no turning value.
3. f(x) = b+ (x —3)t. Since (x — 3)! is always +, the
minimum value is evidently 4, corresponding to x = 3.
Prove this also by the method used in Ex. 1. The shape of
the curve about x = 3 is shown at M, Fig. 46.

tl2

I

L@ =0+ (x—3)F Ty =21 .
O
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Thus
Sl(x) = asx=3
fl3—4A)is —, '3+ /%) is + .. f(x) is a minimum at
x = 3. This is evident too from the form of f(x); for since
the last term is always +, min. f(x) = 4.
The curve about .S, Fig. 46, represents y = f(x) in the vicin-
ity of x = 3.
5. /(%) = & 4+ (x — 3)* has a point of inflection with a verti-
cal tangent at x = 3.
S (x) being always +, y is always increasing.
Sketch the curve.
6. f() = (& — 1 (& + 2).
f @) = 2@ D @)+ (1)t =3 (@) (w4 ).

The critical values are 1 and — 1.

==+ —4+=—/0+0)=+++=+
1= =+ — ==+ (-1 + D) =+—+=—
. x = 1 gives a min., ¥ = — 1, a max. value.

F) =0 f(—1) =4
7. f(®) = (x—2) (x —3) (x—4). Putting /(%) = o, we
. @) =3 (2 —3——=) (2 — 3 +—=)-
ﬁnd,x=3:|:j\'/—g-~f() 3( 3 vg)( 3+\/3>
cowhena=3 +—=, flla—n)is —, f{a+ &) is +
V3

Sox =3+ 2 corresponds to a minimum.
V3
When a = 3 — % flla—nh)is +, flla+ k) is —
3

I, .
X =3— 7 gives a maximum,
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8. f(M) = V@ -2 (x—=3)@*—4.

The present function is the square root of the function of

Ex. 7. L L
() ()
2V(x —2) (v — 3) (@ — 4)

As before, taking the upper sign, x = 3 — —\—/I—: is found to
3
give a max. and using the lower sign a min. value. The value

S =

X = +—I; can no longer be used, as it makes the denominator
3 Vs

imaginary.

In fact, the locus f(x) does not exist for ¥ <2 or when
3 <x< 4 as then f(x) is imaginary. Roughly sketch the
curve, noting that it is symmetrical about the x-axis, forms an
oval from x = 2 tox = 3 and is real and continuous when
X = 40r > 4.

The branch above the x-axis, corresponding to the 4+ sign of
the radical, must be considered separately from the part below
the x-axis, in finding max. or min, values.

9- S(®)=(@—2)*(x+1)" .. f/(®)=(x—2) (x+1)* (5% —4).

x = 2 gives a min., ¥ = 4/5 a max.,

x = — I gives neither a max. nor a min.
x2 —nx 4+ 6
ro. If, JS(x) = *x—?j—m_‘:

prove that x = 4 gives a maximum, x= 16 a minimum.

v5. Maxima and Minima continued. Second
Method. By aid of Taylor's formula, the criteria for
ascertaining maxima or minima values, are easily estab-
lished independently of previous considerations.
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From (2), Art. 73, we have,
by =J(a+7) —f(é) = 4f'(a) + ;‘—:f" (@+0%) ...(1)
b=fla—0) /(@) = =@ + % /@04 . . . @2

In these equations, f (x), f/(x) and f”/(x) are all supposed
continuous (and therefore finite) when x is between (¢ — k)
and (¢ + &) in value ando <@ <1,0< 6 <1. The
right member of (1) can be written,

4 ﬁ 7’
LS @) + % (@ + 0A)];
from which it is seen that %4 can be made so small that gl

f’(a + 6 k) can be made numerically less than f’ (a) and
consequently the sign of the right member of (1) will be
the same as that of 4 f’(a). Similarly the sign of the right
member of (2) can be made the same as that of — %f'(a)
when / is sufficiently diminished. Hence since % is a posi-
tive number, k, = f(a + h) — f(a) will have the same sign

Y
Y
fla-h) | fla) S (ash) fla-h)| fla) f (a+h)
h h )3 h
© X 0 . X
Qr <———a———>i
* Fig. 47. Fig. 48.

as f’(a), but k, = f(a — h) — f(a) will have a different sign
from f’(a). But by reference to Fig. 47,it is seen that for
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a maximum, £, and &, must both be negative, and from Fig.
48, that for a minimum, both k£ and k, must be positive ;
i.e., in either case, k, and k, must both have the same sign.
Hence we cannot have a maximum or a minimum unless
/(@) = o. |

Suppose this necessary condition fulfilled ; then from (1)
and (2) the signs of both %, and k, will be the same as that
of f” (a) when £ is made small enough, since f (¢ 4 0 h)
= f" (@) as h=o.

Hence if ' (a) is negative, f (a) is a maximum; if f”
(a) is positive, f (a) is @ minimum.

Thus in Ex. 1, Art. 74, /7" () = — 2 .. f" (@) = — 2 and
f(x) = 2ax — x* is a maximum at x = a.

In Ex. 6, f/ (x) =6x Thisis + forx=1../(1) is a
min. but £ (x) is — for x = — 1 ... f” (—1) is a maximum, as
found before.

The present method is inapplicable to Ex. 3 of Art. 74,
since /7' («x) is discontinuous at the critical value.

When f”. (a) = o, we revert to Taylor’s formula again
and carry the expansion a little farther. Thusletn = 4
in (9), Art. 69, and put x = a; also write the correspond-
ing series when % is changed to — % and omit the terms
in f’ (a), f" (a) which are now supposed to be zero.

b= (@t 1) — f(@) = éf @ +£/“(a+0/z) A
b= fa = 1) —f (@) = = /" (@ +§f“(d—9fl) @

Reasoning as before, we can make % so small that the
signs of the right members will be the same as that of their
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first terms. Hence, if f”” (a) is not zero, there can be no
maximum nor minimum, since then %, and k, will have un-
like signs. If f”” (@) is zero, both % and &, will have the
same sign as f (@) ; hence as before, f(¢) is a maximum
when f (@) is negative, a minimum when f% (@) is positive.

When f% (a) is zero, we extend the series two more
terms and reason as before.

It is now plain that the following general conclusions
hold in testing f («x) for maximum and minimum values.

Let a be a critical value or voot of f' (x) = O ; substitute it
Sor & in f' (x), f!'" (x), etc. If the first derivative that does
not vanish is of an even order, f (@) is a maximum or @ Mmin-
imum of f(x) according as this derivative is negative or posi-
tive. If, however, the first derivative that does not vanish is
of an odd order, f(a) is neither a maximum nor & Mminimum
of f (x).

S 7 ) Examples.

1. In Ex. 2, Art. 74, /(%) =64 (x — a)® .. /' (x) = 120.
The first four derivatives vanish for the critical value x = a
obtained from f’ (x) = o. Hence as the last derivative that
does not vanish is of an odd order, there is no turning value.

2. fR) = —32—9gx .. ffl@)=3a2—6x—9=o0,
giving the critical values 3 and — 1.

S'(x) =6x—6 ... f(3) = 18, is positive .-.
F(3) is amin. ; f”(— 1) = — 12,is negative .-
JS(— 1) is a maximum.

3. (x) =3x* — 282"+ 8447 — g6,

S (x) =12 (x — 1) (x — 2) (x — 4),
S(x) = 12 (342 — 14x + 14).

S (x) = o gives x = 1, 2, 4.

S() =36, f1(2) = — 24, /7' (4) = 72

<. f(2) is a maximum, /(1) and f(4) minima.
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4. f(x) =3a* — 8% + 6% .-, fI(x) = 122 (x — 1)°.
Prove that at & = o, /(%) is a max., but at x = 1, f(«) is
neither a max. nor a min.

5.y = Z V2ax — x®. Show that x = a gives a max.

If the minus sign before the radical is used, x = @ gives a

minimum, :
6. Given, S(x) =x (x + 3) (x — 1)

Here the second method is laborious; the first easily shows

that (o) is a max., /(1) is a-min., whereas x = — 3 gives no
turning value.
ax . .
7. —3——is a max, for x = @, a mih. forx = — a.
a” + x° i

8. sec x/tan x is a min, for x = % .
9. Show that 1/e is the max. value of (log x)/x.

10. Find the max. and min. values of,

2
¥ —7x+6
—lq, 122 — g 4 248
% — 10 '
. log x .
1I. x%is a max. at x = 1/¢; is a max. at x = ¢; xe®
x
isa min. at x = — 1.
12. x + @’ !is a max. at ¥ = @, min. at x= — a.
2x .
13. ; 1S a max. at ¥ = 1, min. at x= — 1.
I+ x

is a max. at — 1 + V2, a min. at —

2
4. —x+ 2 — T

1 — V.
15. The max. value of (sin x + cos x) is \a.

16. f(x) = 124° — 45 4* + 404° + 6.
J (1) a max.; f(2) a min.; /(o) neither max. nor min.
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Problems in Maxima and Minima.

76. Certain kinds of problems can be solved very simply
by algebraic or trigonometrical methods. See Chrystal’s
Algebra, vol. 2, chap. xxiv. Space can only be given here
to the following.

From the identities,

(1) ay=%[x -+ — (x -7
(2) x+2°=142y+ (x—2)>%
Q) #+y =3[+ + @x—=27,

we see, when (x + y) is a constant or when the sum of
two numbers is given, that by (r), their product (x - y) is
greatest when they are equal and also by (3) the sum of
their squares is least when they are equal. Thus when
(v + ) = 10, xy is a maximum when x = y = 5; also
&* + 9* is a minimum for x = y = 5.

From (2) we conclude that if xy, or the product of two
numbers, is constant, their sum is least when they are
equal. Thus if xy = 25, ¥ + y is least when x = y = 5.
Lst the student test these results by assuming x = 1,
2,3, .. .in turn and computing y from the conditions
given.

In Geometry, Physics, Engineering, etc., the determina-
tion of maximum or minimum values is often of the highest
practical importance. Hundreds of problems covering a
wide range could be given, but we have space for only a
few.

In the solution of problems, we try first to obtain an ex-
pression in terms of one variable and constants, for the
function whose maximum or minimum values are desired,
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though sometimes the use of two variables is to be pre-
ferred. Again, the nature of the problem will often show,
without forming f” (x), whether a maximum or minimum
value has been attained.

1. Awall whose width is 4 and height £, incloses a rectangu-
lar piece of ground of given area @, the length of the sides of
the rectangle being x and y. What is the ratio of x to y when
the cubic contents of the wall is a minimum? xy = @; cubic
contents = [2 y + 2 (x 4 2 )] 0.

Substituting ¥y = @¢/x in the last result, we see that,

S (x) =20h [§+x+zb] is to be a min.
S(x) = o gives x = Va ... y = Va.

Hence x = y, or the rectangle is a square. S/ (x) = 2 a/4%,
hence a min.; otherwise the nature of the problem indicates
a min, since from the first two egs., as y= o0, x= oo and as
x=0,y=00,..[(x) =0, orthe function increases as either
r= 0 or y=o, the condition xy = a, being always satisfied;
hence f(Va) cannot be the greatest value .. it is the least.
When a function has but one turning value, it is necessarily
either the greatest or the Zeast value of the function.

2. A person in a boat at 0, 3 miles from the shore at 7,
wishes to reach 7, 5 miles from B in the shortest time. He
can row 4 miles and walk 5 miles per hour. At what point of
the shore B2 must he land? Call £ the point.

—’E + 51? = total hours, to be a min.

4

Vg + x?
4
Ans. He must land 1 mile from 2,

5 —x

If x = BE, f(x) = —+ to be a min.
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3. To find the shortest straight line 45 (Fig. 49) that can
be drawn through a given point 2 (e, 4), within the right angle
XOVand limited by the axes OX,0Y. Let P40 = BPC = 6.

From the figure, we have, by definition of sec 0 and cosec 6,

Y
sec § = s foseceszﬁ), .
6 B
.". BP+ PA = a sec 6 -
b cosec 0 = f (0), ¢ S
. . b
to be a min. L o P A
Putting /' (0) = o .. tan 6 =¥bjan o ) X
Fig. 46.

This value evidently gives a min.,
for as 0 =0, AB =w; also as 6 =9go°, A8 = o0 ; hence
there are greater values for 45 than the one that corresponds
to the above value of tan 6§, which is consequently the least,
since it is either the greatest or the least and we have just seen
that it cannot be the greatest.

4. The volume 7 of a circular cylindrical vessel with open
top is constant; what is the ratio of its altitude y to the radius
of its base x when its inner surface is a minimum ?

V=axy . f(x)=27ay+ 72" = g-.x—V—l— wa’.
Ans. The altitude = the radius of the base.

5. A Norman window consists of a rectangle (whose width
is 2x and height y) surmounted by a semicircle (of radius x).
Given the perimeter p, required the height and the breadth of
the window so that the quantity of light admitted should be a
maximum,

The manner of procedure when two variables are used will
be sufficiently indicated by the following. Call # = area,

du dy

. u:%wxz-l—zxy;a . rx—l—zy-{—zx'a.
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Also, X+ 2x+2y=2p .‘.r+2+2%=0.
. dy . T . . .
Substitute il derived from this equation in the

a . :
value of {Tz’ which then place equal to zero.

du_ 2y+2x(—~—1)=0 .. 5=y
a__ﬂx-{— ¥y 2 —o..x—}.k

This relation evidently corresponds to a maximum # since as
x =o0,p =2y and # = o from the equations above. Complete
the reasoning. It is very easy, however, to find the second
derivative. Its sign indicates a maximum,

d?u

a’y [ T .
dx2==7r—|—2-a—,;c-|—2 —;—1 =7+ 4 ———;-—I = — T — 4.

6. Work Ex. 4 after the method of Ex. 5 (not eliminating y).

7. If the volume of a circular cylindrical vessel, closed top
and bottom, is given, prove that the entire inner surface is a
minimum when the diameter is equal to its height.

8. The cross-section of a canal is given in Fig. 5o, the sides
of length @, being each inclined at an angle 6 with the hori-
zontal. The length of base = &, altitude = 4. If the area of
the cross-section 4 is given, when is the wetted perimeter a
minimum ?

We see from the figure that, 2 =

b+2h cot O @ sin 0, and
() g, A
N\ | M fo A=(@+hcotb) ko b=" —Icotd
2 2h | A
Fig. so. 2a¢ +b=—7+=>— /1 coth.
sinf %
(1) Suppose k constant, § variable and f(0) = 2 a + o.

o _—2hcos b h
S0 = sm? 6 s ©
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giving for a minimum cs 0 = §, 6 = T . This ‘gives the least
3

value of (2 @ + ) and not the greatest, since as 6 = o, (2@ + /)
increases.  Otherwise /" <§) =2 /% [/ sin(x/3) = a positive
number.
(2) Suppose 6 constant, % variable, /(%) = 2a + &
S () = —%—cot&—*——-—

2
sin 0’

Sy =+

, _ . . A sin 6
S (&) = o, gives & = \/ T —cosd

corresponding to a minimum.

These conclusions correspond to a maximum flow of water,
since the resistance to flow, along the wetted perimeter, is least
when the perimeter is least.

9. Find the maximum rectangle that can be inscribed in an
ellipse x?/a? + 3*/6* = 1.

' The sides are 2 V/z and & Vz.

1o. Prove that the altitude of the greatest cylinder that can
be inscribed in a right cone is one-third that of the cone.

11. Find the greatest cone that can be inscribed in a sphere.

Ans. The altitude = # the radius of the sphere.

12. Let the cost per hour of driving a steamer against a
current of z miles per hour be, @ + 443 where x is the velocity
of the steamer, relatively to the water. In going a distance of
¢ miles, find x for a minimum cost.

The ship’s rate, relatively to the bank of the river, is x — 2,

the time in going the distance ¢ is » hence the cost is,

x —
c(a + 6x°)

X — 7

S =
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J(x) is a minimum when 2x* — 3 bva® = a.

Ifa:o,x:‘,s—v.
2

13. Perry, in his « Calculus for Engineers,” gives the follow-
ing: Voltaic cell of E.MF. = ¢ and internal resistance »;
external resistance R The current is C= ¢/(» + R). The
power given out is 2 = RC%  What value of (the variable) £
will make 2 a maximum ?

2R (r + R)?

P = ma max. or ——Wa min.

Ans. R = 7.

14. There are two point sources of heat at 4 and B re-
spectively, their intensities at unit distance being « and 4.
From what point 7 on the straight line 4.2 (of length ¢) is the
amount of heat received the least, the intensity of heat radiation
varying inversely as the square of the distance?

Let AP=x ... PB =
¢ — x .. the total intensity
of heat at 2 s,

a 0
S(x) =+ =
This is a minimum at
X _
cVa
x

15. In Fig. 51, OD rep-
resents a horizontal beam,
supported at the ends,
loaded with a uniform load e lbs. per foot over the whole span,
also with a load 7, lbs. at 4, 7, lbs. at B, etc. - Let 04 =




[Art. 77.] CONCAVITY. 183

2y OB = p,, OC = pg and call the left reaction R,. Then the
bending moment at a point x feet to right of O is,

from x = o to x=p2,,y=R, x—} wx?;
x=ptox=py,y=R x—fwx’—P (x—p);
x = pto x=p5, y=R x—Fwx’— P (x—p) =P, (x—2,).

If we represent these moments y by a curve (Fig. g1) it will

be continuous, but the slope will be discontinuous for x = 04,
OB, .etc.
Thus the slopes of the three curves are,

I

x=otox=p, ¥
X = p; tox = 2y, ]’
X = py 10 X = Py, Y

R, — wx,
R — wx — P,
Rl _wx—])l _Pza

I

from which it is seen that the slopes of the first two curves for
x = OA, are not the same; neither are the slopes of the
second and third curves the same at x = 05 (a common point).
Yet although there may be no horizontal tangent anywhere the
maximum y is easily seen to be at the point where 3’ to the left
of the point is positive and to the right negative; ze., #¢ 75
where y' (or the shear) changes sign. If we should put ' = d,
say for the second curve, we tacitly assume that x can take
values beyond the limits g, and 2, (contrary to the hypothesis),
and it can very well happen that we find from y = o, x > p, or
even x > 0D, indicating a turning value for #is curve extended
beyond the limits imposed. If, however; g, < x < #,, the criti-
cal value x corresponds to a maximum moment.

77. Concavity. Points of Inflection. When the slope
of a portion of a curve IQE, Fig. 52, increases algebrai-
cally in going to the right, from T to F, it is said to be
concave upwards. The tangent line at any point of JQE
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turns to the left (counter-clockwise) as the point of con-
tact moves to the right; hence any point of the curve
IQE lies above (measured along an ordinate) the tangent
at any other point of it, which

P property may be taken as the
| E geometric definition for a

Y

Q curve that is concave upwards.
‘When the slope. of a por-
0/A X tion of a curve API, Fig. 52,

decreases algebraically in go-
ing to the right, from 4 to I,
it is said to be concave down-
wards. . The tangent line at a point of API, turns to the
right (clockwise) as the point of contact moves to the right ;
hence any point of the curve API lies below (measured
along an ordinate) the tangent at any other point of it,
which geometric property thus defines a curve that is
concave downwards.

If the equation of the curve is y = f(x), the slope f” (x)
increases (algebraically) as x increases (algebraically) when
the curve, as JQE, is concave upwards ; therefore by Art.
32, its derivative f”’ (x) is positive.

When the curve as API is concave downwards, f/ (x)
decreases (algebraically) as x increases (algebraically) ;
therefore f” (x) is negative.

Where the concavity changes from upwards to down-
wards (as x increases) or the reverse, as at I, the tangent
necessarily crosses the curve, and the point I is called a
point. of inflection. On opposite sides of I, f” (x) has
opposite signs; hence at I, f’(x) has a turning value

(Art. 74).

Fig. 52.
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Since /7 (x) is a function of x, call it ¢ (x); Ze., let /' (x) =
¢ (x). Then to ascertain if a curve has a point of inflection,
we apply the methods of Art. 74 or Art. 75 to test ¢ (x) for
maximum or minimum values. If ¢ (x) =/ (x) has no turn-
ing values, the curve y = /' (x) has no points of inflection.

ExampLE 1. f(x) =2 =74+ 16x — I0

6 (@) =/ (¥)=39°— 145+16=3 (x— 6/3) (+—8/3)
¢ (x)=f"(x) =6x —14; ¢ (x) =" (x) =6.

When x is < 4/3,/” () is — and the curve is concave
downwards; when x is > 4/3, f” (x) is 4+ and the curve is
concave upwards .". x = 7/3 is a point of inflection. It follows
too from Art. 74 that ¢ (x) is a min. at x = 7/3, since ¢’ (x)
changes from — to 4, as x increasing, passes through the value
7/3. Otherwise by the method of Art. 43, since ¢” (x) = 6
is +, ¢ () is a minimum.

Note. The general shape of a curve can be determined
very quickly by finding the points where the tangent is parallel
to the x-axis and the points of inflection. Thus in the last
example /7 (x) = o at x = 2 and & = 8/3, / (2) = + 2,/ (8/3)
= + 50/2%. For the point of inflection, x = 7/3 = % (2 + §),
or the mean of the abscissas of the points where the tangent
is parallel to the x-axis. (This is true for any cubic.) Hence
we conclude that the curve has the shape cf Fig. 52 and that
it can only cross the x-axis once; consequently there is only
one real root of f(x) — o. By trial, we can soon find two
values of x differing by, say, o, 1, for one of which f(x) is +,
for the other — ; then by Newton’s or Horner’s method (given
in Algebra) an approximate value of the real root of f(x) = o
can be found. See Gibson’s Calculus, p. 244, for a full discus-
sion of Newton’s method.

If the curve is such that the x-axis touches the curve at Q,
there will be three real roots of f(x) = o, two being equal to
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x = OD. 1If the x-axis cuts P/QE, there will be three real
roots. By aid of the Calculus we thus have an independent
method of ascertaining the number of real roots of a rational
integral function of .

ExampLE 2. f (%) =a®* — 54 +9x — 5.
fl@)=3a*—t0x+g=o0ata=} (st V—2);
hence this curve has no tangent parallel to the x-axis anywhere.
S (%) = 6x — 10.

To the left of ¥ = 5/3,/” (x) is — .". the curve is concave
downward ; to the right of x = 5/3, /" (x) is 4 ... the curve is
concave upward. The point of inflection is at x = 5/3 for
which f(x) = f(5/3) = 20/27 .. f(x¥) = o has only one real
root at x a little less than 5/3.

The slope at the point of inflection (3, £9) is /" (§) = &,
which is an aid in drawing the curve (see Art. 11 on construct-
ing a line passing through a given point and having a given
slope).

Examples.

Find the points (if any) where the tangent is parallel to the
x-axis, the points of inflection (if any) and the slope there, the
concavity from — o to + o and the points (or near the points)
where the curve cuts the axes, and from these data, roughly
sketch the curve.

1. JSx=3x—4x+5.

S(= %) =max- f(x); f(3) =min.; (o, 5) = pt.
inflection, etc.
xt At )

R B LR
ff(x) =ocatx=o0, x=3kA45=—37+, 9.7+.
S @x)=%x+2) (x—6), +forx< —2
—for —2<x <6, - forx>6.
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3. a'y = &* (cubical parabola).
4. y—2= (x4 1)%
5.y =attl = 42
6. y= 25, F
1420 14 A

7. y=sinx, y=cosx Jy=tanw.

8. 32 = 2 Ax + Ba* (conic section, Art. 20) has no points
of inflection.
Thus :
dy A+ Bx,

d
zyd—i_—_zA—szx’.'.f’(x):E —

dy 1 : dy By*— (A + Bx)?
1A — (B _ — _:
S = Gh = <}B (4 + Bx) dx) s ;
which reduces to, " (x) = — 4% .. when y is +, the conic

is concave downwards; when y is —, the conic is concave up-
wards. There are consequently no points of inflection on either
portion. The origin is not a point of inflection, since the verti-
cal tangent does not cross the curve there.

9. (y — ¢)? = * (semi-cubical parabola).

10. In Fig. 46 it is observed that maxima and minima values
occur alternately, Why? There are points of inflection be-
tween M and Q, Sand 7, Zand”. Why? Why is there no
point of inflection between Q and .S?

11. Find the points of inflection of,

y=e"" x (27 — ay) = &%

I
Ans. x =4+ —35 y=o.
Nz 7



CHAPTER X.

DIFFERENTIALS. AREAS. VOLUMES.

78. Differentials. Heretofore we have regarded % as an
x

indivisible symbol, like its equivalents, D,y, f* (x), ¥"; but

after this that restriction will be removed and %’ will be
A X

looked upon likewise as a fraction with a finite numerator

(not zero) and finite denominator (not zero) whose value is

always exactly equal to f’ (x) or lim i_y
X

cody =fr(x)dx - - - (1)

dy and dx are now called differentials.
In Fig. 53,if y = f(x) is the equation of a curve PQ,
OM =%, MP =y, draw

Y Q. a tangent at P to thecurve

T making the angle 6 with

the x-axis and cutting the

AP | ordinate NQ at T'; also

] @ draw PR parallel to OX

~ and cutting NQ at R

° - N *  Thenif PR = MN is put
18- 53.

equal to dx, RT will be
dy, since their ratio dy/dx is exactly equal to tan 6 = f’ ().
Also, since,
188
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from the nature of a limit, A y/A x will not equal f” (x) (ex-
cept for the linear function y = ax + b) but will differ from
it by an infinitesimal a (which may be positive or negative)
whose limit, as A x = 0, is consequently zero.

Ay ,
A =S@ te

On taking limits we reach the preceding identity. We
have consequently,

Ay=[f'(x) +e]Ax - (2)
Therefore in Fig. 53, if we let MN = Ax = dx, then

RQ =Ay=[f(x) + a]Ax. On comparing this with
dy= f’ (x) dx = RT, we note that,

TQ=Ay—dy=alx.--(3)

Again, we found in Art. 51,

cos § = %, sin 0 é%‘/;
consequently, if PR = dx, whence RT = 'dy, it follows that
PT = ds.

It is immaterial what length we assume for dx, so it be
finite (and not zero); but having assumed a certain length
MN = dx, we can then only have RT = dy, PT = ds.

The triangle PRT may be called the differential triangle.
Its sides may sometimes be regarded as fixed in length;
at other times, infinitesimals according to the nature of the
investigation.
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From the figure,
as* = dx* + dy* - - . (4)

Treat now, dx, dy, ds, as infinitesimals and let dx = Ax.
As Ax =0, the point Q travels down the curve towards P
and from (1) and (2),

(@) ta)Ax fim L@ +a

lim —= = lim

Ax=o0 0’)’ Ax=o0 f,(x) ax A.lxrio f/(x) B ‘ (5)

since by hypothesis, lim a= o.
Also calling the length of chord PQ, ¢ and the length of

arc PQ, A, we have from the figure and from (4),

As As ¢ _As NASHAP As N1+ (Ay/Axy

ds ¢ s ¢ Naw + ay e i+ (dy/dx)?

By Art. 24, Ex. 6,

. As
lim — =1;
Axzo €

hence, taking limits as A x = o, since lim (A y/A x) = dy/dx
wlim —=1...(0)

79. The limit of the ratio of two variables is not
changed when either is replaced by any other variable,
the limit of whose ratio to it is unity.

To prove this fundamental principle, let a, 8, be two
variables and o/, @, two other variables, not equal to the
first, but bearing such relations to them that,

B

.o .
lzm‘7= 1, lim—; =1;

B
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consequently the limits of their inverse ratios, o'/a, 8//8,
will be 1.  We have the identity,
a

o @ B e
B B B «

Since the limits of equal quantities are equal and the
limit of a product is the product of the limits (Art. 26), we

have on taking limits,

’ ’ ’
. o . . a N a
lim—; « lim~— . lim— = lim

g e g

o j—
B
which was to be proved.

Let the student show that @ alone can be replaced by o/,
also that 8 alone can be replaced by #'.

This theorem is of great utility in mathematics, for it is
often difficult or impossible to find an expression for a
quantity a, but comparatively easy to find another o/, the
limit of whose ratio to the first is unity. In any problem
concerning the limit of a ratio, &’ can then replace a.
Thus we have seen in Art. 78 that,

. As . A . As

hmT = I, hm?f = I, hmE= 13
hence the chord cdn replace the arc, dy can replace A y and
ds can replace A s in any problem concerning the limit of
a ratio. Thus is rigidly demonstrated the scientific basis

for the substitutions above.

lim

The student will come across in reading many old authors
and some recent ones, the use of &y and s as meaning the
actual increments Ay and Ay, following the lead of Leibnitz,
one of the originators of the Calculus. With the meaning given
above to @y and d&s, they can never equal A y and A s except for
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‘linear functions, since they are never supposed to cease to exist
or become zero. But it is easy now to see that similar substi-
tutions can always be made when the restrictions of the theorem
are attended to. The student must be prepared to do this in
reading books that follow the Leibnitz school.

It is not proposed to enter further into the theory of infini-
tesimals in this book, particularly as it is a little confusing until
the method of limits is firmly grasped. Then a course in
differentials and infinitesimal theory is desirable, and it will be
found to. be, when logically presented, a corollary to and founded
on the method of limits, In the Integral Calculus, the use of
differentials is of great practical convenience.

80. Derivative of an Area. The area considered is
AMPE, Fig. 54, between the fixed ordinate AFE, the
variable ordinate y = M P,

Y Sp————= Q the curve y = f(x) and
£ R the axis of x. Let x =
Vi Ay OM, Ax = MN, Ay =
E y| AA RQ; also let the number
of square units in the
o=t —— 5~ area AMPE = A and the
L o ] ~ number in its increment
) MNQP.,= A A.
Fig. 54

- The area A A, when
A x is small, lies between area -rectangle MR and area
rectangle M(Q or between yAx and (y + Ay) Ax, the
limit of whose ratio is,

lim w= lim (I + Ay>= 1.
Ax=o ¥ Ax=o\ J

Lo AA  1dA
©a fortiori, lim —— = - —— =1
Ax:o}’Ax y dx
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‘.'.%zy ...(I)
or, dA=ydx ... (2

y = f(x)is supposed to be a continuous function between
the two extreme ordinates. If it is not single-valued, only
one branch of the curve must be taken at a time. On
integrating or finding the value of 4, the sign of y, if
always positive, will give a positive area ; if always nega-
tive, a negative area. If for the range of x considered,
y is sometimes positive and sometimes negative, the points
where the curve cuts the x-axis must be found and the
positive and negative areas separately determined.

It follows from (1) that yis the x rate of change of the area.

In physical investigations, the abscissas and ordinates
are frequently made to represent various quantities, as
time, velocity, etc. Thus if x is replaced by ¢ and y by v,
we have from (1), dA/dt = v (velocity); whence as
ds/dt = v, Art. 46, we see that the number of square units
of area 4 will equal the number of linear units of distance
traversed by a moving point in the time ¢ since A corre-
sponds to s.

ExAMPLE 1. As an application of (1) to finding an area, let
y = max, the equation of a straight line through the origin.

2
.ﬁsmx A:’ﬁ—k(f,
ax 2

an arbitrary constant C being always added. The derivative
of the right member is mx, as it should be.

If we let O4 = o or count the area from the origin, since
x = OM (Fig. 54) is a variable we can suppose it to diminish
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to zero, .’. in the last equation put 4 = o, x = o, .. C = o.
This determines the constant. Returning to the original equa-
tion where x = OM = b (say), the area of the triangle OMP
=1mb=1L}b mb=1% OM - MP = } base X altitude.
We can otherwise determine the constant C on the supposi-
tion that
A=owhenx =04=a ..0=34ma>+ C .. C= — md"
The area,

A = Y mat — yma® = %—t(x— a) (mx + ma),

now represents the area of the trapezoid AAMPE, bounded by
the straight line Z2, the fixed ordinate 4%, the variable ordi-
nate /P and the x-axis. Letx = OM = &.

v A=1%b— a) (mb+ ma) =% (AE + MP)AM,
the area as given in Geometry.

The values @ and 4 here are called “ end values ” of x.

The process above is in reality integration, which will be
more fully developed in the following chapters. Let the
student observe that,

_DI xnt1

7+ 1
and the finding a function that differentiated will give a
stated function, for the simple examples selected, should
not prove difficult.

=a" D,logx ==, D,(—cosx) = sinux, etc.,

Kim

ExampLE z. Parabola. 3? = 4px (Fig. 19, Art. 21). Find
the area between the part of the curve lying above the x-axis,
the ordinates at ¥ = o, x = x and the x-axis,

dA

(L. 3 S _ 4 4.8
dx_y_sz ..A—spx + C.
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2
A=owhenx=0 ... C=o0 .. A:gx copt %zgxy,
2 . o
or = the circumscribing rectangle.

Exampre 3. Exponential Curve. y = ¢ (Fig. 11, Art. 10).

A=e¢+C. IfA4d=owhenx=o0, C= —1.
ExaMpLE 4. Hyperbola. y =§c (Fig. g9, Art. 13).
d4 1
i A =logx + C.

If 4A=owhenx=1,C=0 .. 4= logx = Naperian log-
arithm of end value. From this relation, Naperian logarithms
are often called hyperbolic logarithms.. Show the area included

on a figure.
ExampLE 5. Find the areas between the x-axis, the ordinates
at x = o, ¥ = = /2 and the following curves (Fig. 13, Art. 17).

y =sin &, ¥ = cos x.

In each case the answer is 1.

ExampLE 6. y = sec’x with end values, x = o, x = /4.
A=tanx+ C, C=o0, if 4A=0, x =0 .. required area
= tan w/4 = 1.

ExampLE 7. Parabola. 4y = x* (Fig. 4, Art. 7). (1) Let
A = o, for x = o, then the area from the origin to x = 2 is
2/3. But (2) if 4 =oforx =1, the areafromax =1tox = 3
is 2} square units.

4
ExampLE 8. Cubical Parabola. y = a3 4 = xZ + C.

If 4=o0owhen x =0, C=o0. The area from x = o to
x = 2 IS 4 square units, Show that the area from x = 1 to
x = 3 is 2o square units.

ExamprLeE g. In Ex. 8, find the area from x = — 2 to
x = o also from ¥ = — 3 to « = — 1. Why is the result
negative?
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ExampLE 10. In Ex. 8, if we find the area from x = — 3
to x = 4 3, the result is o. Explain this.

The constant C is determined here by supposing 4 = o
whenx = — 3 .. C= — 81/4.

ExampLE 11. Find the area of the curve,

y=a— 74?4+ 16 x — 10 (Art. 76, Ex. 1, Fig. 52),

for the end values, x = 1 (when.y = o) and x = 2.
ExaMPLE 12. Find A for, y = a* — 54> 4+ 9gx — 5 when
the end values are & = 1 (.. y = o) and & = 2. Art. 76, Ex. 2.

81. Derivative of a Volume. Fig. 55 is intended to
show a geometrical solid cut by planes perpendicular to
OX at A, Band C. The axis of x is not necessarily an
axis of symmetry; in fact, it need not meet the solid at
all so far as the demonstration below is concerned. The
assumption will be made, however, that the area of any
cross-section, made by a plane perpendicular to the x-axis,
as that at B, is a function of OB; ¢.e., calling OB = «x
and area of cross-section at B, X, then X is supposed to

be expressed as a function of x.
Let BC = Ax, then similarly
the area of the cross-section at
C = X’ is a function of (x + Ax).
x_ The volume' of the solid between
a fixed plane at 4 and the plane at
. B (both perpendicular to O X)will be
called V. Then if BC = A x, the
volume between the cross-sections at B and C will be A V.

“Imagine a cylinder constructed on X as a base and
another on X’ as a base, both of altitude A x; then when
A x is small enough, it is evident that the value of AV is

Y

~.
S—e
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between X Ax and X’ A x, the volumes of the cylinders
mentioned.*
ButasAx=~—o X' - X,

g XA X
’ .Agjio XAx _A;rino X ’
Jortiori lim Av Lav 1
a S T 5.
’ Ar=o XAx X ax ’
dv
—d—‘i=X. o . (I)

ExampLE 1. To find the volume of a cone, Fig. 56, the area
of whose base is 4 and altitude
0D = a.

Let the vertex be placed any-
where on the jy-axis. Then by
Geometry,

X:AdA=x:a° z
0 B D X
X = sz/az. Fig. 36.
V. Ax? Ax®
S By (I)', %= —‘—12— e V= 3a2+C.

If when x = o, V"= o, then C = o and the .last equation
gives the volume of a cone of altitude x, having X for a base.
Now let x = 0D = @ and we have for the volume of a cone
with base A square units and altitude @ linear units,

V= % Aa, or % the base by the altitude.
Precisely the same investigation and result hold for a pyramid.

# If for some abnormal surface this is not true, imagine cylinders
(perhaps oblique) of altitude A x and bases 4 and A4’, inscribed and cir-
cumscribed about A V'.©. dax KAV A’Ax. When X is a continu-
ous function of &, thenas Ax =04 = Xand 4’ = X .*. lim A ax/A' ax=

AV 1dV av

I "'lszA_Jc:X’EE =I; of, E=X'
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A ¢
ExampLE 2. If X is given = = 5 (a* — x7), prove that be-

tween the end values x = o, v = @, V= %wca’.

82. Solids of Revolution. If Fig. 55 is supposed to
represent a solid of revolution about the x-axis, each cross-
section will be a circle with center on the w-axis. If
y = f(x) is the equation of the generating curve, whose
revolution about OX generates the curved surface of the
solid, the area X = area of a circle with radius y corre-
sponding to x = OB .. X = = 4*and (1) of the last article
becomes, v -

-&* =T y . e . )

If x and y are interchanged in the figure, we find for a

solid of revolution about OY,
av _
dy

. »
ExampLE 1. If an ellipse, 3* = e (a* — x7), revolves about

2 . .. (3)

its major axis, it generates a prolate spheroid. Here, by (2),
%;V=7r§2 (@® — x%) .. V=w%<a2x~f§>+c.

Suppose ¥ = o when x =o0..C=o0. Now let x =a to
get half the volume of the prolate spheroid, 3 = a4”; hence the
volume of the entire spheroid is, ¢ (2@ - wb?) or % the volume
of its circumscribed cylinder of revolution.

The volume of a sphere is found from this, by making
@ = b = radius of the sphere, to be 4 = a’.

ExaMPLE 2. Prove similarly by aid of (3), that the volume
of the solid generated by the revolution of an ellipse about its
minor axis (an oblate spheroid ) is,

4 m a® = % circumscribing cylinder of revolution.
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ExampLE 3. Find the part of the volume formed by revolving
2 9 .
the ellipse ogi—l—% = 1 about the wx-axis, included between

the planes at ¥ = 1, ¥ = 2. Proceeding as in Ex. 1, we find,

x°
V= i"-lr(9.7c—~~> + C.
9 3
In place of determining the constant as hitherto, the follow-
ing method may be used.

For x=2, V= 4m (4 + C.
w=1, V=g () + C.

V, and V] are both reckoned from the same fixed plane to
the planes at x = 2 and x = 1, respectively. On subtracting,
C is eliminated, and we find for the required volume, 89 (3.1416)
cubic units. This method may be used in any of the examples
if preferred.

ExampLE 4. The solid generated by revolving the parabola
J? = 4 px, about its axis is called a paraboloid. Prove that its
volume is % the circumscribing cylinder.

ExampLE 5. Let the cubical parabola, »® = a®x, revolve
about the axis of x; the volume generated fromx = otox = x,

is, grddd vx=3ap . x

or 2 the circumscribing cylinder.
If x =8, a=1,vol. = 98 (3.14 . ..) cubic units.

ExampLE 6. If y = ¢, V' = %em + C.
What volume does this represent when C = — g’ C=o?

ExampLE 7. Let the straight line %C + 2 = 1 revolve about

the -axis. Find the volume generated by the part of the line
intercepted by the axes.
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3
V=—32<1—%>—|-C

when x =6, V; = C; when x =o, V; = — 32 4+ C .. the
volume required = 7, — V| = 32 cubic units.

ExampLE 8. From Ex. 1 we have for the volume of the pro-
late spheroid included between some fixed plane (not assigned)
and the plane distant x from O,

2 3
V=m 2(4236‘——{—)—}-6‘.
a 3

To find the volume of a segment of one Lase of height 7, we
determine the volume 7} for x = @ and then the volume 7] {or
x = (@ — /) and subtract the latter from the former, giving

2
Vi— V== %(a/ﬂ - §ﬁ8>

If we put @ = 4, we find the volume of a spierical segment of
one base of height /% equal to, = /7% (¢ — 1 4).

The radius of the sphere is a.

ExaMPLE 9. The methods of deriving the general formulas
in Arts. 8o and 81, are of great value in all kinds of problems.
The following shows the application to a physical problem.

Let us assume Newton’s law of gravitation, that the attrac-
tion between two bodies of masses A/ and M’ respectively, 7
linear units apart, is MM’/ 1In Fig. 55, Art. 81, let a
material point of mass A at O and a thin cylindrical rod 4C of
mass 7 per unit of length, exert a mutual attraction. To deter-
. mine this attraction /7, for a length of the rod 4.8 = &.

Let OA = a, OB = x, BC = Ax. The mass of the rod
BC = mAx. The attraction A/ between M and mAx by
Newton’s law, is evidently less than Mm A x/«* and greater than
MmAx/ (x + Ax)

AF Mm Mm

N is between = and m in value.
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But the last two ratios tend indefinitely towards equality as
Ax = o0,
AF dF Mm

"A},H:, Ax  dx x?
R - N,
x

which gives the attraction between the mass A/ at O and a rod
AB of length ¥ — a.

Since & = o when & = a .. C = Mm/a. On substituting
and putting w = @ + &, the attraction for a rod of length AB = b,
is,

I T
F= Mm (Z — m)

83. Differentials of Fundamental Forms. As pre-
liminary to integration, it is advisable for the student to
become familiar with the differential notation and to write
out a table of fundamental differentials.

From Art. 78, we have, if u = f(x),

du ,
== Dy = f' (x),

and treating Z—u as a fraction,
X
du= D+ de=f(x) + dz . . . (1)

D,u = f’ (x), appearing here as the coefficient of dx, is
often called a «differential coefficient ”’ as well as a deriv-
ative,

To find then the differential of u, du, we multiply the
derivative of » with respect to x by dx, the differential of x.
Thus from Arts 37—41, if #, v and s are functions of x and
differentiation with respect to x is assumed, we have,
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if, y=C, dy = o;
if,y=wu+v—s, dy=du+ dv— ds;
if, y= Cu, dy = Cdu;

d(wv) = vdu + udv;

d(ufv) = (vdu — wudv)/v?.

Also from the fundamental derivatives of Art. 60, on mul-
tiplying by dx and observing from (1), du = Du . dx, that
dy = Dy . dx, wheré y can equal in turn, «", log, u, etc., we
find the fundamental differentials given below.

ad (u)" =n(u)""'du.
d log,u = log,e . %

adu
a’log,,u=7.
da* = log,a - & du.
de* = ¢ du.
dsin # = cos u « du.
d cos # = —sinu « du.
d tan # = sec® u « du.
d cot u = — cscu - du.
d sec # = sec u tan u « du.
d csc u = — csc # cot u - du.
& vers # = sin u - adu.
@ covers # = — COS % « du.
. adu
dsin~ 'y = ——o.
. V1 — 2
adu
dcosly = — .
1 — 2
adu
dtan~lu=" ——3.
I+ u
adu
dceot7ty= — —.
I+ u
du
dsec™ly =

uNwt — 1
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au
desec ™y = — —————.
uNwt—1
au

dvers™ 'y = ——.
New — u’

du

d covers™lu = — ——.
N2w — u?

If in the formulas for & sin—'u, d cos™ u, we put # = —,

du = bdw , we derive after reduction,
I, 2 dx I bx dx
[l’isln_lé/f:: _—_— ) d_cos—l_: . .
b a a? — Bt b a 2 — ox
Similarly prove,
LT N S S A
dab B = Fr R dab ot @ + b*a*’
1 bx dx 1 bx dx .
- — = ————— d-cscT!l == — ————}
d S secT — =g “a ese™t — N
divers—t 2o o ® o 4% covers 2b2'x~ — ax
b @7 Npx—bar b @ Natx—pixt
I x—a dx
4558 xta F—a

Prove,
2a
Here we must have x?> 4% in order that (x — @)/(x + @)

should be positive and the logarithm real. If #? <a? (¢ — x)/

(@ + x) is positive and
1 a—x dx
d—1 =
2a Oga+x x* — ot

dlog sec # = tan udu; & log sin u = cot udu.

dlog tan% = csc udu; dlog tan (Z;l + Z) = sec udu.
du

dlog (u + Nuw' X @) = v
uw +a



CHAPTER XI.
INTEGRATION.,

84. Integration. In the Differential Calculus a function
F (x) was given and its differential f(x)dx was obtained.
The reverse operation is known as integration or anti-differ-

entiation. The symbol |Jis used to indicate integration.

Thus,
ff(x)dx=F(x)+ C...(®0

an atbitrary constant being added to F (x), since d
(F (x) + C) = f(x) dx, the constant disappearing in the
differentiation.

f f (%) dx is to be read “integral of” f(x)dsx; it indi-

cates the operation of finding a function (F (x) 4+ C), that
differentiated will give f(x)dx. The differential f(x)dx
is called the integrand.

The constant of integration C may be any finite number
positive or negative, or zero. The result of the integra-
tion, in the form F (x) 4+ C, is called the general or indefi-
nite integral. In problems, such as those given in “Arts.
80-82, the constant C is determined from some convenient
hypothesis and the result is a definite integral.

If we differentiate (1), noting from the hypothesis, that
d(F (x) + C) = f(x) dx, we have,

204
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d‘ff(x) dx = f (x) dx;
also from d (F(x) + C) = f(x) dx, on integrating both
sides, we have,

f{i(ﬁ(x) +C) = ff(x) dx = F (%) + C.

From these two results we see that the signs d and f
annul each other.

The two main problems of the Integral Calculus are:

(1) To find the quantity which differentiated gives

f (%) do;

(2) To find the limit of the sum of infinitesimals of the
type f(x) dx which vary in a certain manner to be given
subsequently.

The following general theorems are readily deduced from

the principle that 4 and f annul each other :
(1) since d(aw) = adu .. au =f(m’u ;

.
or, since 2 =f/z’u (l.,/ dit = f(m’u‘

Hence, a constant factor a, can be transposed from one side of

the sign f to the other, without altering the value of the integral.

(i) Since, & ( + v — 5) = du + dv — ds; on integrating,

z¢+v—y=f(a’u+/z’v—,a’x).

.. writing, fa’u for u,fzz’z; for 7/,[:7.’5 for s,
f({z’zz+a’7/-{ls) =f/z’7/+f{z’7/— fzz’s.
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Hence, the integral of an algebraic sum is equal lo the
algebraic sum of the integrals of the separate terms, or they
can only differ by an added constant.

(iil) From (i) it follows that,

fdu:fiaa’u:ijmz’u:a @
a & a

The useful rule follows that, we can multiply by a con-

stant a to one side of the sign f , provided we divide by the

same constant on the other side.

85. Standard Forms. By aid of the formulas given in
Art. 83, we can write down at once the following table of
standard forms; since, by what has been given above, the
differential of the right member should equal the quantity
to the right of the sign of integration in the left member.
This test applies to all formulas or examples.

n+1
[1] fu"du = nu+ p + ¢ (provided n is not — 1).
du ,
[2]f-g=10gu+c=logu+logc’=logc u.
[3] fa”du _ + c.

(4] f e'du = e* + c.

[5]fsinudu=—cosu+c,:versu+c'.

[6] fcos udu=sinu + ¢, = — covers u + c’.
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[7] fsec" udu = tanu + c.
[8] fcsczu du = —cotu + c.
[o] fsec'u tan u du = sec u + c.

[10]fcscucotudu= —cscu+c.

[11] ftan u du = log sec u + c.

[12] fcot u du = log sin u + c.

[13] fsec u du = log tan <§ + Z) + c.

[14] fcsc u du = log tan 1—21 + c.

du 1 _,u 1 _,u )

sl Jerw—atan gt et e
Pdu 1 u—a .
[16] m:—z—a lOg u—_[—a—i—c, lfu2> aZ’
— 5o log St o, ifw < an

du .o, u u ,
[17] m:sn‘lfa—[—c,:_cos la__l_c.

du - ‘
18] | o = e (u VP E @)t

du 1 _u 1 _u
[Ig]fu\/;z_—az‘asec a T o= geseTio+c

du u u
[20] f—: = vers™! — + Cy, = — covers—! — + ¢/,
V2au — u? a a
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From Art. 83, we likewise obtain -the following very
useful special forms:

dx 1 bx I bx
21 —_——=—sin? —+4 ¢, =—=cos" — + .
[21] j‘\/a.2 — bx? ’ b

b a a
[22] f?:dbexg: EIB tan—t %}5 te, =— fg cot~? P;_‘ +c.
[23] fm%? = isec“1 135—# c, = —i cosec’1%+ c.
o [y e A e

1 2 b’%x
=~ = covers—! =—~ 4 ¢’.
b a’

The two forms of the integral given in several of the form-
ulas, correspond to different values of ¢ and ¢/. Thus to take
[17]; by trigonometry,

. . m
sm“19+cos—16=;+2n7r=c’—c.

Similarly for the others.

Since the inverse functions are many-valued, the restrictions
on the range of the angle given in Art, 18, must be carefully
observed. Also if x < @, the integral of dx/(x — a) = — dx/
(@ — x) is log (@ — #) and if x is negative the integral of dx/x
is log ( — x) as we verify by differentiating. This change is
necessary since there is no logarithm of a negative member.

This accounts, too, for the restriction in [16].

86. Use of Standard Formulas. Inthe differential cal-
culus rules have been deduced for differentiating any
known function. In the integral calculus, on the contrary,
no such general rules or formulas exist for integrating any
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known function. 'We have here to endeavor by various
devices, as algebraical and trigonometrical transformations
or substitutions, to reduce the given function to one of
the standard forms. As a consequence, integration is
nearly always more difficult than differentiation. In fact
many functions cannot be integrated at all.

On integrating a given function by different methods,
the answers are sometimes found to have different forms.
On reduction, however, they will always be found to differ
(if at all) only by a constant.

For brevity the constant is omitted in the examples
below, though it is always to be supplied in any application.

The most important formula above is [1] and it should be
stated in words, thus : f ()" du is equal o u raised to the one

higher power divided &)'z the new exponent. For example,
3
f dx = ili;
3
% =fax“2flx=ax‘l/(— )=— g; f\/.?“(lx =fx§a’x

_a/5_2 5. (% _ (—1y _,t/(_1
‘\x/z"s’“’fv;s“Jx == /< 2)
-3 _

2

7a
n—1
To find f(x+ b{;f)m f(a + b)) x T ds
put # = a + dx" . du = nbx""'dx. Hence to write the given

integral in the typlcal form (z)"dx we must multiply and divide
by nb (see(#), Art. 84) and apply the rule.

n\1—m
%f(a + bx™)™™ (nbx" "t dx) = (a+ by "

nb (1 —m)
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This-result is not true when » = 1; then [2] alone applies.

When the numerator can be made (by introducing a constant
factor) the exact differential of the denominator, formula [2]
always applies.

Tarl dx I nbx™tdx 1
ja+bx" nbf a T o b 08 (@)
since, if # = a@ + 0", du = nbx"* dx; so that the integral
1 du 1 I
= — | === = —1 ).
nbfu p” log b log (@ + ba™)
In the examples below, rules (i), (ii), (iii), of Art. 84 are
frequently applied. Where the answers are not given, the re-

sults should be tested by differentiation, Art. 84 (z).
Examples.
I fax‘dx=a£5' fcwl_xz_ 2.
) 5’ 58 10 &2
a  a
2. f(3x— 2ox§—3x—4 + g + &) dx,
. .. 3 a a’®
by (i) and (ii), Art. 84, = ;x2 — 12484 pr Rl + a®x.
3. f (@* + &)} xdw = % f (a?+5%) (2 xdw) = ;(a2+x2)§.
4. f\/a+cx3 « 2bxPdx = ;—I;f(a + ca®)? 3 cxtdw =
i{’ 3\#
9¢ (a+cx?).

5. [ (¢ + bx*)? dx. Here the quantity outside the paren-

thesis cannot be made the exact differential of that inside by
multiplying by a constant factor (we have no right to multiply
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by a variable factor and then divide by it before the f sign) ;
hence expand and integrate.

2 7
f(a2+2abx3+b2 x%) dx = a’x + —abx +bT
6. f5‘(6aocg—3bx2)§(6ax2—2bx)dx=

gf(&zxg — 32! (18 aa? — 6 bx) dx = ;i%/(s ax® — 362" .
ax? dx
Vst
8. f(a + bxz)zxdx;fé%x‘ Mz F 3 %P,
L AR+l
f(a—i—x)” dx= (a+x) - f(a x)*dx= _le="

_a 3\3_
=5 @+ )%

n+ 1
When # = —1 in Ex. (g), formula [2] is alone applicable.
dx dx dx dx
@ror Jaror Ja—ap Ja—ar
de [ de (4 (a+x) d (a —x)
o a+tx a—x_ a+x a—x =log(at)

—log(a— x) = 1og (x2< @) = log (x >a?).

The last result is found for x® > % since

dx __ [dx—0a) _

—1 — a), etc.
- po— og (x — a), etc

Notice that whether @ or x is positive or negative, if 2% > a2,
then (x + @/{x — a) is positive, since the signs of both numer-
ator and d:nominator are both + or both —, according as the
sign of xis + or —. Similarly (¢ + x)/(e¢ — x) is always
positive (and its logarithm real) when &% < o
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12. Adding the integrals in Ex. 11 (see (ii), Art. 84) and in-
tegrating by use of [16], we reach the above results. Thus:

X —a

dx _ x—a x+a,, 9
zafm— — log T ¥ log ——— (&% > 4%, etc.
Also on differentiating both members, an equality results
which proves most easily the generality of the results in Ex. 11.

dx
a + dx

I
13- =% log (@ + #x) = log (a + &x)°.

b 2ax

x? a 1 s
14. Aty i e dx:blogx—zlogbxz—{—g;logx,

b z2a I 2a | I
or f(;—w+a)dx=(é—7+5)logx-

The answers only differ by a constant, since

e =2 2a =z -3
élogb *? blogé—k 7 logxand3alogx"—3alogx.

s j’ 2xdx | (4% + 2) dx, fsin xdx
“Jab -7 ot cos x

16. f(logx)"djzc- Let u = log « .-.du=d;x;

. dx un+1 (10g x)n-i-l
1 n = i = = .
f(ng) x f(u) du n-+1 w4+ I

17. flltf:dx=f(—x——1—xi1)dx=

—%——x—log(x—l)z.

log (3% + 1) _If .
18. TR dx—g udu, if w = log (3% + 1),

_I 2=1 2
=g 6{log(3x—l— 1) {5
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19. From [3] and [4] we readily find,

fna"dx=nfa"dx=n ¢,
log a

20. fna“dx=%ja”d(nx) =z

n loga’

When g =e¢; log a = log e = 1.

z x x
<

+e_‘)dx=cfe‘d(f>—— fe_7d<—f)
¢ ¢
2 _Z
=c<‘—g ”).
e dx . € e
22. fe"—i—lzf(e' e”+1>dx—g log (¢ + 1).

23. In formulas [5] — [14], if # = ax + b, du = adx

a [

-'-fsin (ax+b) dx = llfsin (ax+b) d (ax+b) = — E‘E%ﬁﬂ

f tan (ax + b) dx = 3 log sec (ax + b); etc.

24. f sec? (ax?) xdx = ;IZ tan (ax?).

I

; tan (ax*) — 2 2 2
25 fcos (ax?) xdx = — | sec? (ax®) tan (ax?) d (ax?),

2a

by [9] = % sec? (ax?).

26. j _ o -é cot (¢ + 2x), by [8].

sin? (¢ + 2 x) -

dx
2. fm = fcsc (2x) d(2x) = logtan x, by [14].
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. 1 - I x I .
28. fsmzxdx=f(———coszx)dx=—-——sm2x.
\2 2 2 4

fcoszxdx = i(oc + l sin. 2 x).

29. fam"xdﬁ(;-f( smx—imngx)dx—— %cosx

I
+ o5 €08 3%,

or, f sin® wdx = f (x — cos? x) sin xdx = f sin xdx 4

fcosz xd cOS % = — CoS x + 5 cos® x.

in4 .
. . . . sintx  sin®x
30. fsm3xcossx= 51n3x(1—51n2x)dsmx=—4—— e

31. L/‘tan2 xdx = f(seczx — 1) dx = tan x — «.
32. ftangxdx=ftanx(seczx—1) dx=-§tan2x + log cos x.

33. Formulas [21]-[24] apply, where ¢ and 4 are any con-
stant quantities. Thus if 2 = V/3,% = V2,

. —1 2\, dx =it —1< \/;>
fvs_zxz \/23‘“ (x\@fwxz ve o \"V;

34. By completing the square of the terms in x, such ex-
pressions as the following can be integrated by [15]-[20].

f _ [ dx+1) f du _itan_lx—i-x
x2+zx+3 (t)+z J @+ (2P Az Nz

e R b e =

. u . 2x — 1
(whereu = x — ), =sin™! — = sin™! ———.

Vs

X5
2
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6 f dx »_f dx LI et
3 J et axt3z (x+22—1 2 E Xt 3

dx S
. —_—— = log (x + a + .
37 ‘[\/x2 Yzax  © @+ a+ Va2 ax)

g f(zx+3)dxﬁf(2x+z)dx+j’ dx
30 ®F+2x5+3 Ja*+2x+3 @41+ 2

=10g(x2+2x+3)+vi;tan—1%.

(x+1)dx 1 1 _i2x+1
G ~ Llog (w2 L tan—12¥7T1
A i it A N

40 2 (@ + 1)dv _ (zx—}—x)dx_l_f dx
Va2 + x4+ 1 Vo w + 1 NCES

=2’\/x2+x+1+log[x+%+ \/xz—{—x-l—l].

Integrals of the forms of Exs. 38 and 40 can be integrated
in a similar manner.

87. Integration by Substitution. The following trigo-
nometric substitutions are often useful.

2

x = a sin 0 in the forms, ® — &, V& — &;
x=atanf“ “ x4 N+ al

x = asec ¢ « « % — @, .\/xz — 4.

ExaMpPLE 1. Letx =asin 6 ... dv =acos 64 6.
— 2
f Vat —«? dx = a?fcosZOdO = %(6’ + sin 8 cos 6)
(by Ex. 28, Art. 86).

_— 2
.'ff\/az—xzdx=§x @ = a2 + %sin—lj—:
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ExamPLE 2. Letx == atan § .. dx = a sec’ 640, x> + o
= a®sec? 0.
dx ‘Wseck 0d0 1 .
(x2+02)2_f A sec* w’»f 9d9—~(9+ sin 6cos )

I x ax
=— |tan7! = .
20° [ + a* + 402:'

EXAMPLE3 Letx#asece dx = a sec § tan 6 40,

N
fcos@d9= M

7sm0—

j % ‘\/x2 —&-
This integral can likewise be determined by the substitution

x = 1/p. Use the latter substitution in the next example.
ExAMPLE 4.

f (az‘fc z>%=f (dz;zyjyl)f v f @y — 07 2aydy)

po-nt=l L .
N

dx. Put x = 25 where 6 is the least

x%—l

ExamPLE 5.

common multiple of the denominators of the fractional exponents.
This device will always rationalize expressions of this kind.

v%—I ~3
f v = | _6f(z—8)d,,
x

_67 6*44§x%—§x%.
2

7T a4

Similarly proceed if the differential contains no surd except
(@ + &x) affected with fractional exponents.

ExampL 6. To integrate xdx/(a + bx)}, puta + dx = u*;

(142 —
_ wdx 3=i[\" —(lzzudu—if(x—«au‘z)du
(@ + bx)*  »? u® v?

(u—l—) 2u2—|—a Qza+bx
B u 0’ Na + bx
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General methods are given in the standard books for ration-
alizing and integrating differentials which contain. no surd
except one of the form a + bx + cx® and for dealing with
binomial differentials of the form x™ (¢ + ba") dx and various
trigonometric differentials. The student desiring further infor-
mation in an elementary treatise, may consult Edward’s ¢ Inte-
gral Calculus for Beginners.” It is desirable to have at hand,
too, Peirce’s ¢ Short Table of Integrals” (Ginn & Co.).

88. Partial Fractions. This subject belongs properly
to Algebra, but two of the cases more frequently met
with will be illustrated by examples which will indicate the
general method to follow.

ExampLE 1. To resolve x/(x? — 1) into partial fractions.
Factor the denominator and place,

x A i B
+1)(x—1) x+1 x—1

Now perform mentally the operation of multiplying both
members of this identity by (¥ + 1) and then put x + 1 = o.

[ i ] =4 . Ad="1=
X — 1 ey —2

Similarly, multiply (mentally) the above identity by (x — 1)
and then place (x — 1) = o.

Bz[ L] =1
X+ I ey 2
1

) X 1 L
=1 2\x+1 x—1/

The general rule is, to every non-repeated factor (x — &) of
the denominator, corresponds a fraction of the form 4/(x — a).

N |-
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If the numerator of the original fraction is not of lower
degree than the denominator, divide by the latter and thus
separate the fraction into an entire part and a rational fraction
whose numerator is of lower degree than the denominator and
proceed with the latter as above.

X — 1 3 3/ 1 1
Thus, ——— =1 =1+2 — .
Tt — g +x2—4 +4<x—2 x—i—z)
ExampLE 2. If (x —a)"is a factor of the denominator, write
n partial fractions corresponding,

A B
+ +°..+N

(x—ay  (x—a) ! x —a

The non-repeated factors (if any) are treated as above.
Thus we write,
I A4 B C
(¢ — 1) (x+I)2—x—I+(x+I)2+x+I'

On multiplying (mentally) by (x — 1) and then putting

@—1=o
alel

On multiplying (mentally) the same identity by (x + 1)* and
then placing (¢ + 1) = o, we get,

o]k
X — Il y 2

Substitute these values of 4 and - B and since the equation
is an identical one, it is true for any value of x. Hence sub-
stitute any convenient value of x and thus determine C.

Thusif x =0, wefind C= —14+3%}+1=—1

ze

. I IRYAR 2 I )
T(x—1) (x+1)2_z<x—-1_(x+1)2_x+1 )
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We are able now to integrate the following differentials.
x? — 1 . 3 dx dx > _ x—2\ 1
fx" — 4/Zx = fdx + Zf (x——z ~ 71z _x+10g<x+2>
dx 1 2
2 _Ilioo(x— 1) —
Jovermmi (e —esern 1)

o x—1%+£ 1
- gx-l—x) 2x+ 1

See Gibson’s Calculus, p. z91.

89. Integration by Parts. If # and v denote any func-
tions of x, we have, .
Z (uv) = udv + vdu.

Integrating and transposing.

fuzz’:v:m/— vdu - - - (1)

This is the formula for integration by parts.
If in any example, | vdu is known or is more readily
determined than f udv, the latter integral can either be

found or the solution will be advanced. # and dv must be
chosen with that end in view, as the following examples

illustrate.
EXAMPLE I. f log xdx.
Put, u = log x, dv = dx,

dx
A= —, U=x.
X

* a
. by (1), j1ogxdx=xlogx—fx;?:xlogx—x.
EXAMPLE 2. fxe””dx:xe—a-m—jg—- dx:%(ax—l).
a J a a
Here we put, u=x dv=¢"dx ..du=dx, v= —2—-
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Examples.

L ]
. jxcos xdx = x sin x + cos x.

-

»

_E 2 'E 2
fxlogxa’x—Qxlogx 4x.

f”l ar =2 ) !
¥ ogxx:n+l<ogx—n+l>.

4. Jx sin xdx = sin & — x cos «.

. fxzsinxn’x: —xzcosx+2fxcosxdx.

(By Ex. 1) = — x? cos x + 2 & sin x + 2 cos x.

w

T

6. fxz cos xdx = 2 x cos x + (x* — 2) sin .

~

. fsin“xdx =xsin~1lx + V1 — &2
L3

oo

. jtan—l xdx = xtan~!'x — glog (1 + ?).

9. L/ﬁcos_1 wdx = xcos~tx— Vi — 2.

Io. fcot ‘xdx——xcot ty + = 10g(1+x)

II. f\/a—kﬂcdx—x\/ -{—v——j, - dx ;
\a2+x
2 2
or since, Vot 4 &% = a,j;_—x_—,,
Va® + &

jmdx_fVa +9V /I\/m

10g(x+'\/a i—x‘)+f\/

xdx
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Adding and dividing by 2,

2 A,
f N ¥ s = N+ ff—;]log (@ + V& + ).

. s -
12. j Vo2 — ¥ dx = 1:\/902 - 02“(:—10g (% + Va* — &¥).

x"a™ 7 b
13. f XAy = ——— — J K" la™dx.
mloga mloga
Fo

Aﬂenll' -[
r =1, a=.e, fxe’"’”dx: — — e

m o om
M 2 ,mx L]
: x’e 2 ‘
n = 2, a =e, jx2e"'x S o xemrdx
m m
=— (s — =+ .
m om o om
Similarly for » = 3, 4, . . ., making use in each case of the

result previously determined.

go. Definite Integrals. If the indefinite integral of
f(x)dx is F (x)+c¢, the definite integral between the end
values @ and b of xis found by substituting in F (x)+¢,
first x = b, then x = a and subtracting the last result from
the former, giving [F (0) +¢] — [F (a)+¢c] = F(b) — F(a).
The arbitrary constant ¢ has now disappeared, and the
result is a definite value.

The following is the notation employed :

L/:_)f(x) dx =[F (%) + c]iz F (b) — F (a).

This is called integrating between limits, for a range of x
from @ to b; b being designated the upper limit (or end
value) and a the lower limit (or end value). f(x) isassumed
to be continuous between x = ¢ and x = b.
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If the limits are interchanged, the sign of the result is
changed, since,

‘[ff(x) dx = F () — F (b).

Also if any other variable than x is used the result is the
same, 7.e.,

Jrwawm—ro-rw;

or a definite integral is a function simply of the end values
and not of the variable of integration.

Since the constant ¢ disappears in integrating between
limits, it is not necessary to set it down.

It is sometimes best to write the values of the integral
for the upper and lower limits, the one below the other
and then subtract. Thus taking the result of Ex. I,
Art. 89,

2 2 —
flogxdx=[xlogx—x] ﬁZIng 2
1 —_-————

1 o —1I

l

fﬁogxdx: 2log2 — 1.
1

EXAMPLE 1 f”dx LI t : .
‘ . X" n—1x" ! a n—1\g" ! 1 ’

provided 7 is not = 1. If #» > 1, the definite integral

. I I .
=n_1-—577:—1asb=00,

but if o <7 < 1, the integral — o, since 1/6*~1 = F'T" = o0
as & = . Similarly discuss the change as @ = o.
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v dx ° b
n =-I, A/a p” [ og x]a log -

and this == 0 as & = o0, Or as ¢ = o.
Construct the graphs of

_I —_—
y—xz’ Y=

(Art. 13) and y = !

1
X%

corresponding to 7z = 2, 72 = 1, n = 1/2 respectively.
ExampLE 2. From Exs. 5 and g, Art. 89, find,

™

7 .
f ¥*sin xdy = ™ — 2;

o

1
f cos™! xdx = 1.
0

ExampLE 3. To prove

L[:I.)f(x) dx———ch(x) dx +£(jf(x) da.

If f S (x) dx = F (x) + ¢, then the right member is,
F() — F(a) + F()) — F(c) = F () — F(a)

which equals the left member. Q.£.D.
Similarly it can be shown that,

l:bf(x) dw ;ﬁ”f(x) dx +£”f@ dx +j:f'(x)dx;

and so on for any number,



CHAPTER XIIL.

INTEGRATION AS A LIMIT OF A SUM. LENGTHS
OF ARCS. AREAS OF CURVES. SOLIDS OF
"REVOLUTION. CENTER OF MASS. MOMENT
OF INERTIA. '

o1. Integration.  Viewed as a Limit of a Sum. In
Chapter XI. we have given some of the simpler methods of
finding anti-differentials, integration being viewed as the
reverse of differentiation. In this chapter a definite integral
. will be proved to rep-
KeAaw resent the limit of a
4‘414 sum, and some appli-
H cations will be made
to illustrate the work-
T ing of the theory.

Let F (x) denote
any function of «

a nlh |k h which is continuous,

° AL PoQ RO X as well as its deriva-

[rmmmmmms L ol ] tive, from x = a to

<o :Z’ """""" i x = b, and suppose
Fig. 57

the graph of y = F(x)
to be constructed between these limits (Fig. 57).

Also let
’ dF(x) dy
S RV IORRRNC
- Art. 78, i—fc =f(®) +a

224
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where a =0 as Ax = o ... Putting 2 = Aw,
Ay=f(x)2+ak ... (2)

In the figure, let O4 = @, OB = b, and suppose AB =
b — a to be divided into % parts, each equal to = A x
v b—a=mnh

Also F(a) =AC, F(b) = BL; F(b) F(a) =

From (2), if x = a, Ay = DE = f(a) e + a/2;

if x—ath FG=f(a+h)htah;
if x=a+24 Hl = f(afzﬁ)/z—i—as

1fx—a+(n—1)/z ML = f(a+(7z~1\/z)—| a,/2

The values of a will generally be different, hence each
is marked with a subscript.

On adding these equations, we have, since DE + FG +
HI+ ...+ ML=NL=F({)— F(a)

F)—F@=[f@+fla+h)+S(@+24)+. ..
S @t =) DA R
where, R=(, +ay+az+...4+a,)k

If a, is numerically the greatest of the infinitesimals
a, a,. . . a, (nin number), and a, is its numerical value,

R<nah .. R<a, (b —a).

Since, by assumption, the limit of any a is zero as

h=o .. lim R = o.
h=o

Hence taking limits, as 4 = Ax =0 and .. n= o,

F @) — F(a) =l [f(a) +f(a+ D) +flat2h)+.
h=o +f(a 4 (n— 1) %)) A
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But from (1) we have,
AF (%) = f (%) do .- £f(x) dx = [F(x)], = F () — F(a).

fbf(x)dx_—_}}i_—m[f(a) +f@+h) +fa+z2h)y+. ..
+fa+ @m—1)hlh... (3)

where it must be remembered that 7 = A x.
The right member is often written in the abbreviated
notation,

lim EZf(x) A x,

Ax=o

which is to be read “limit of the sum, as Ax = o, of quan-
tities of the type f(x) Ax, as x varies from a to 0.”

ﬁbf(x) @x = lim ZZf(x)Ax )

It follows, if we take dx = Ax, that the symbols

(s

stand for the same thing. Thus a definite integral is not
a sum, but the limit of a sum. The limit is never attained,
since as 4 =0, # = oo and
lim °
sxto D, f(#)Ax=the form o - oo,
since there are # terms, and each approaches zero in-
definitely.*

* The sign was originally the old elongated .S, the first letter of

A3
Summa. Leibnitz used it to mean “sum,” exactly what “sigma” or Z,
stands for. It is now seen to represent the limit of a sum.
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Although a graph was used above to render the meaning
plainer, it is not at all necessary to derive the important con-
clusions (3) and (4). The analytical proof, in brief, is as
follows :

Assume (1) from which (z) follows; then since

Ay =1F (x + %) — F(x); from (2) we have,
Fa+h)—F@x)=f(xr+ak ... (2)
If /(x) is continuous from x = @ to x= b, f(x) for any value
of x within this range is finite .". the right member of (2") = o
as /2 = o, which entails that /' (x) should be a continuous func-
tion as well as f (x) within the range considered (Art. 33).
Let x now take successively the values ¢, ¢ +4, ¢4 24, ...,
a+ (7 — 1) 2 in (2’) above. .

F(a+7h) — F(a) =f(a)h +a, },
Fa+2k)—F(a+h)=f(la+h)h+ o/,
Flat3h) —Flatzeh) =flat+27)h+ ok
Fla+nh) —Fla+ n—1)h) =f(e+ n—1)")+ a,l.
Adding and assuming @ + 22 = b,
b
FO)—F@) =2, f(*)h+ R,
where R=(a,+agt+ag+. .. a,) /.

Hence, exactly as above, on taking limits as /2 = o, we deduce

(3) or (4).

92. It may prove instructive to verify the equality (3) of
Art. 91 in a special case.

b
Thus if  f(x) = &, f Fde =[], = & — &
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This gives the left member of (3). Also, since f(a) = ¢, f
(a + %) = &**" etc., the right member is,

lim [e® 4 ¢#+® 4 220 | | 4 g2t OmDR]

h=o
The quantity in brackets is the sum of 7 terms of a geometrical
series whose first term is ¢* and common ratio ¢*; hence the
last expression is equal to,

AR - . Y/
lim ———— /%= lim (& —¢)
hzo € —1 Ao =1

b

since & = a + n4 (Art. 91).
To evaluate this limit, expand &* (Art. 72):

lim — lim % lim !
P b —_— = _— = S
k=0 E’L——I }L':oﬁ_l_%ﬁz‘l'"' .o hgol‘}‘%ﬁ‘F- ..

=1

hence the right member of (3) Art. g1, in this case, equals
& — ¢% or the same as the left member.

Edwards, in his ¢ Integral Calculus for Beginners,” has given
a number of similar illustrations.

In fact, Mr. Homersham Cox in his “Integral Calculus ” has
determined the fundamental integrals from the ¢ summatory
definition.”

03. Areas of Curves. In Fig. 57, let us now write
y = f(x), for the equation of the curve CL ; then the or-
dinates at C, E, G, . . . ,will be f(a), f(a + h),f(a+ 2h),

., and the sum of the areas of the inscribed rectangles
AD + PF + QH + . . . will be,

S=[f@+fla+ 2+ fla+z2)+ . . .+ fla+(n— 1) )]k

This differs from the true area A4 == ACEGLBy by the
sum of the curvilinear triangles, CDE + EFG + GHI +
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.. .+ KML, which is lessthan z [DE+FG+ . . . + ML]
or less than # « NLor,ifo <6 < 1,equalto @} - NL.
. A=S+6%r. NL.
The limit of this expression as 4 =~ o0 and .-

b—a
V
.. by (3) Art. g1, A:L/; f(xdx . .. (1)

n— oo, is A = lim S.

This result, obtained by the summatory method, may like-
wise be found from the differential equation (2) of Art. 8o,
dA = f(x) dx; for if

ff(x)a’x = F(x) + C,
oo A= Fx) + C
A being the area from some fixed ordinate up to the ordinate
whose abscissa is x.

If we estimate the area from the fixed ordinate 4 C (Fig. 57),
then 4 = o, when x = a.

‘. o= ZF(a) + C.

Also calling 4 = area ACLZB, when x = b, to agree with the
previous designation of this article,

cod=F(@) + C.
On subtracting the former equation from the latter, we find,

A = F(b) — F(a),
6
which equals f J (%) dx or the right member of (1).

The two independent methods then lead to the same result.
Generally the use of the definite integral is to be preferred.
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Examples.

1. By use of (1) of this article, the area of the trapezoid of
Ex. 1, Art. 80, between the end values ¢ and 2 is,

b 2Tb
A= f mxdx = [mx] I I:bZ — zﬂ].
a 2 |a . 2

Sometimes the end value 4 is replaced by x as in some of

the exercises in Art. 8o. '
2. Work Exs. 2—11 of Art. 8o by use of (1) of this article.
3. The area included between the arc of an ellipse
.’sz yZ

2T

7

in the first quadrant, the ordinates x = o, x = ¢ and the x-axis
is, Art. 87, Ex. 1,

c 2 __ 42 2 ¢
f ¢ N7 dx:é[ﬂ“_x_l_ "_sinﬂf]
0o @ a 2 2 al,
b\:[ N — 2 @ . z]
=—|——-—+ —sin7t—|.
a 2 2 a
Thus let ¢ = 5, 6 = 3, ¢ = 4, all in feet.
— sin—t 4.
5

The angle in degrees and minutes (to the nearest minute)
whose sine is 4/5 = .80000 is 53° 8'; the corresponding arc on

-, sin™!

RIS

a unit circle (Art. 17) is, il = .927 . . ., which rep-

resents the angle expressed in radians .. sin~'4/5= .927 . . .;
hence the required area equals,

3

5 [i: 3) + 325 (.927)] = 10.55 square feet.
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If ¢ = @ in the general formula, the area of the first quadrant
is found to be,
ab
2

ab .,
— sinT!'1 =
2

NI

hence the area of the whole ellipse is 4 times this or = aé.
When @ = 4, the ellipse becomes a circle, whose area is con-
sequently = @% where « is the radius of the circle.

4. The area between the two parabolas, ) = 4ax, a? = g ay
which intersect at (o, 0), (4@, 4 @) is,

5. Find the area between 3 = gx and y = «. They inter-
sect at (o, 0), (9, 9). Let the inch be the unit.

9 1
R’ | =f (34" — %) dx = 13.5 sq. inches.
0

Construct the loci.

6. Find the areas between the following curves, the axis of
x and the ordinates specified.

. 8a®

@ S ey x=otox = z2a.
(i) y = log x; ¥=1It0ox=2.
(i) y = sin™!x; X =o0tox=I.

(iv) yzg(e"/”—l— ) x=otox =
V) &%y =a®(x—); x=o0tox=a.

(vi) x (5" — @) = % ¥ =T1tox =2
Answers. (i) a®w; (ii) 2 log 2 — 15 (iii) : — 13

2
(iv) as (Art. 59, (vi)); (V)a—2 log 2; (vi) 37_a — a2 log 2.
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7. Since 4 = Zim S, A = limit of the sum of the inscribed
rectangles .". if abscissas are drawn at C and Z (Fig. 57) to
meet the y-axis, the area between these abscissas, the curve and
the y-axis, is the limit of the sum of the inscribed rectangles
corresponding, or since the area of any rectangle is x A y,

) BL BL
Area 4 = lim 2 xAy =f xdy.
4ac 4c

Ay=o

04. Volumes of Solids of Revolution. Againreferring
to Fig. 57, Art. 91, let the equation of the curve be y =
f(x);callO4 = a,0B=band let AB =b — a = nh, where
h=Auwx sothatas h=0, n = (b— a)/h=c. Thesuc-
cessive ordinates AC, PE, QG, . . . RK are respectively
fl@), fla+h), fla+2h),...[f(la+ (n—1)h). As the
figure ACLB revolves about the x-axis, it will describe a
solid of revolution whose volume we shall call V.

The successive inscribed rectangles AD, PF, QH, . . .
RM, in the revolution, will describe cylinders whose total
volume is (since % is the altitude of each),

S=x(AC*+ PE* + QG*+ . .. RK%A.

The curvilinear triangles CDE, EFG, . . . will describe
(as ACLB makes a complete revolution) a series of rings.
Imagine these rings moved to the right until they are found
included in the solid (of altitude RB) formed by revolving
RBLK about the x-axis, BL being supposed the greatest
ordinate from A to B. The sum of the volumes of these
rings will then be less than the volume generated by the
rectangle RL, or less than = . BL* . h,or if 0 < 0 <1,
equal to @7 . BL* . h, when @ is given its proper value
which is always < I.

. V=S+6k.BL* .
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Butasz=Ax =o,lm 8k« BL» m=0 ... V="1rimS.
b A/
. V== lim 2 [f(x)]zAx=7rj (f (x))? dx.
Ax=o0 a a

This is made plain by putting ¢ (x) = [f(x)]*; then by
Art. 91, '

lim 2: ¢ (x) A =lb¢> (x) dx.

Ar=o

The formula for V can be written,

b
V=7rfy2dx...(1)

If the curve y = f(x) between the end ordinates has
one or more maximum or minimum values, (I)1is applicable
from one turning-point to the next, using for ¢ and b, the
proper end values, and hence over the whole range from
x = ato x = b (Art. 9o, Ex. 3). A similar remark applies
to (1) of Art. 93. '

If the curve revolves about the axis of y, we evidently get
the volume generated by taking the limit of the sum of
quantities of the type m x°dy.

b
'.V=7rf'x2dy. .. (2)

where the end values are now y = ¥ = BL, y = ¢’ = AC.
If in Fig. 57, PE is taken as a variable ordinate, (1) can
be written,

Vel PE . d0P) . .. (3

which is true however the axes may be shifted, OB remain-
ing fixed in position.

The volume V is always the limit of the sum of the
volumes of the inscribed cylinders.
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Examples.

1. Find the volume generated by revolving the /Zypocyclord

x§+y§=a% about the x-axis between the limits o and . Use (1)
a 16 3
rf (a%—xg)gdxz T
0 105

2. Given, that in the #racdirix,

VaZ — 42
dx = — ——2
y

to find the volume generated by revolving the curve about the
x-axis. It is simpler here to change the independent variable
from x to y and substitute in (1) the above value of @xr; then
taking the end values of y as o and a,

V= '”f NE =y . yly = Zmdb,
0 o

3. Find the volume generated by revolving about the y-axis
the arc of the catenary,

dy,

X,

y = %(e “ 4 6—7’>, from (o, a) to (d, % (e+e™) )

See Fig. 38, Art. 59, (vi)-
Substitute in (2),
dy = £<e; - e_:’> dx,

2
so that the variable is changed from y to x and the limits from

a . .
y=ay= - (e + e7) to the corresponding x limits, x = o, ¥

= a,
X X

Vo= zf <x237‘ — 23_‘—’> dx.
2Jo

«%¢“* dx, can be found by putting #n = 2,0 = e, m =

Q-

I

in Ex. 13, Art. 89. Forfxze—”/“dx, putn=2a=e m=— —.
a
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The answer is,

3
V=zi<e+ %—4)-

2

4. As an application of (3), let it be required to find the
volume generated by an arc of a parab-
olay? = 4 g from (o,0) to (a, 4 Vpa),
revolving about the line x = @ or the
line 4B, Fig. 58. From any point Z
(x, ») of the curve, drop a perpen-
dicular to the axis of revolution A5,
meeting it at 2, and take some con-
venient point 4 on this axis to corre-

spond to the origin O of (3); then by (3),

AB *Viga
V= rf PE?d (AP) = = f (& —x) dy
0 0

e [ o DYy 7
0 4p 15

The parabolic spindle generated by the whole arc subtended
by the double ordinate at A is twice this.

5. Draw the locus @y® = 2® (a semi-cubical parabola) and
letter the part above the x-axis as in Fig. 58, making O4 = «
and .. 4B = a. What is the volume of the solid generated by
revolving the arc OEZB about 4B? Proceeding as in Ex. 4,
we find,

V:wﬁ (@ —x)?dy = 23'\7/72‘[; (azx%—zax’3‘+xg)dx

= —wad
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05. Fundamental Principle of Infinitesimals. If /e
limit of the sum of n infinitesimals of the same sign, as n =
o, be finite, the limit is not altered if each infinitesimal is
replaced by another, provided the limit of the ratio of the
two corresponding infinitesimals is unity.

Let a, a,. . ., a, be n related infinitesimals and sup-
pose

lim (@, + a,+ . . . + a,) = finite constant = ¢;
also let 8, B, . .. B, be another set of infinitesimals
such that, as # =~ oo,
limg—‘= I,Iimg—?:x, ey lim&=1 < .. (3)
a Qg y,
‘Whence,
"&=I+€1: 'B“z=1+52, LY &:I"‘fn,
0‘1 L] a,

where ¢, ¢, .
limit zero.

On clearing the last set of equations of fractions and
adding, etc., we obtain,

(181+B2+ tt e +Bn)_(a1+ag+ . +an)
=a € ta6+ ... Fae ... (2)

. . €, are infinitesimals, each having the

Now if €, is the numerically greatest of the €'s, and &, is
its numerical value, then numerically,

o taet o Fag < (ota+ .. Fa,)E.
Butlim (o, + a3+ ... +o,)¢, =clime, =¢ - 0o=o,

since the limit of any e is zero ... the limit of the right
member of (2) is zero.
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Hence taking the limit of (2) and transposing,

m[B + B+ - -+ +B]=lim[e +a+ ... +al

7= 7n=®

which proves the proposition.

This very valuable theorem enables us in a limit of a
sum or an integral, to replace the true expression for a
term (which is often difficult or impossible to obtain) by
another (perhaps very easy to obtain) when, and only when,
the limit of the ratio of corresponding terms is unity.

(i) Thus in Art. 91, Fig. 57, NL = DE + FG+ . . . +
ML, ie, NZis equal to the sum of the successive A y’s. But

a
y=F@); = f@); .dy = f(x) hand
im A _ y_
}zlgloo dv B A{r':o y =5

by Art. 78. Therefore 4y can replace the corresponding A y in
the Zimit of the sum (not the sum).

w NL=1lm[f@) +/@+ k) + ... +f@+ @—1)blh,

as was proved otherwise in Art. g1.

By reference to Art. 78 and to Fig. g3, it is seen that each
increment of y is replaced by the corresponding increment of
the tangent. Let the student illustrate this on a figure similar
to Fig. 57.

(ii) Referringto Art. 93 and Fig. 57, where now, y = f(x),

Area PEGQ _ GO - & GQ,
Arca PEFQ ~ PE <4 PE’

PEGQ _
PEFQ ~

but as » = o, lim GQ/PE =1 ... lim
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Therefore PEFQ = y% = f(x) dx, can replace the true area
PEGQ in the value of 4 when the limit is taken. As this
applies to any inscribed rectangle, by the theorem,

b b
4 =lim S = lim 2 S(x)dx = ff(x)dx.
ko hzo a a
(iii) In the case of solids of revolution, Art. 94 and Fig. 57,

calling PE =y, QG = y + Ay, the volume of the solid
generated by PEGQ is between w3?% and = (y + A y)*, whose

2
ratio is| —2 which has a limit 1 as # = o and .". Ay = o;
+ Ay ’ J )

a fortiort, the ratio of the volume of the solid generated by
PEGQ and that generated by the rectangle 2#, has a limit 1.
Hence = 3% can replace the volume generated by 2ZGQ when
the limit of the sum, as Z = o, of such volumes, is taken .-. the
solid generated by A4CLZ revolving about OX has the volume,

b )
lim 2 7ry2Ax=f1ry2dx,

Axr=o

as found in Art. 94.

(iv) In Fig. 57, Art. 91, let 42 be supposed divided into 7
equal or unequal parts Ax, Ax, ... Ax, in length, each
having a limit zero as 7z = «. Call the lengths of the corre-
sponding arcs, CE, EG,.. . KZ, a,ay ... a, and the
lengths of the chords, CZ, £G,. . ., KL, B By «  Bu
Then by Art. 49, as 7 = oo, the ratios, a,/B,, a3/Be . - + 0,/Bus
have each 1 for a limit. Hence since as 7z = o0, lim (a, + a,
+ . ..+ a,) = length of arc CZ, is finite; by the theorem, as
7 =oo,lim (@, 0, +. . .+ a)=1m B, + B, +.. .+ B,
or the length of any arc is the limit towards which tends the peri-
meter of any inscribed polygon as the sides diminish in length and
their number augments indefinitely.
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06. Lengths of Arcs. In Fig. 57, Art. 91,let As; = CE.
As, = EG,. ..  As, = KL, then (As +As, +..,
+ As,) = arc CL: Alsoas h =0, lim (As, + As, + . . .
+ A's,) = arc CL, a finite constant, so that the first re-
quirement of the theorem of Art. 95 is satisfied, A s cor-
responding to « in that article.

It is evident that for any x as OP and A x = PQ, that
As = EG, and by Art. 78, if ds is the corresponding dif-
ferential of the arc, then

. As
lim — =13
As=o @S
hence by the theorem, any ds can replace the correspond-
ing A s in the limit of the sum above.

b b
s=arc CL = lim Y, ds=fds...(1)

Ax=o

From Art. 51, we have, in the differential notation,

_ dy\? _ dx\?
ds = \/I+ (dx> dx, or, ds= \/1 +<d—y> dy.

By aid of the first expression, the «integrand’ ds can
be expressed in terms of x, by aid of the second in terms
of y.  That one should be used that will lead to the easiest
integration.

Of course s can be found, as an indefinite integral, by
integrating either value of ds above; but the method by
which (1) was derived is ipstructive and should be easily
understood, as it is one of the simplest applications of the
theorem of Art. 95. Observe here that in place of adding
portions As, As, . . . As,of the arc CL, we add corre-
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sponding ' portions of successive tangents, that may be
designated by ds, ds,, . . ., ds, (Art. 78). If we stopped
here the result would be in error, however small A x is
taken, but all error vanishes on taking the limit of the sum
and we reach an exact result. This case is typical of all
the applications of the summatory method.

Examples.

1. Find the length of an arc of a parabola 3* = 4 px from
the origin (o, 0) to the point (x, y). Take y as the indepencer:
variable,

e (T [ N Ea
e A 1) P
I i _' y P
—_ 52 4(]:__ 2 2
21)1: Vil £ ydy= S Vap+y

y+ Va4 p+ P
+p10g—-—21)—~—-

2. Work Examples 1 and 5, Art. 51, and (vi) Art. 59 by use
of formula (r).
3. For the circle #* + 3% = 73,

AN rdx
=\ () e s

.. by (1), the length of a circumference is equal to 4 times the
length of a quadrant, or,

s—4rfr-—ﬁ——-4r[sin“l ?—C}r— 2wy
o AP — P ¥ o

2

4. Ellipse, ; + % = 1. By Ex. 3, Art. 51,

2 2,02
a® — éx
ds = \/‘*—az_xzfdx.
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This differential cannot be integrated directly, but (42— ¢ xz)%
can be expanded by the binomial theorem and the separate
terms can be integrated, as is shown in larger treatises, giving a
slowly converging series, unless the eccentricity ¢ is very small.

5. The method of expansion can be illustrated by the case
of a flat arc of a parabola (Fig. 4) y = e

Let x=I/wheny=qa..cP=a..c=al
a dy 2ax 4 ax?
ey = l—zxz; 7 iy R ds = T dx.

2,
When 4 ‘;xz- < 1, the radical expression can be expanded by the
binomial formula.
2 a2x? 2 aixt
.-.ds:(l + % —%’iju .. .)dx.

Integrate this between x = o and & = /,

e -2 )

When a// is a small proper fraction, the series is rapidly con-
vergent and can be used to compute an approximate value of s.

When the cable of a suspension bridge is loaded uniformly
horizontally, the cable takes the form of an arc of a parabola.
If the half span is 7 and the rise from the lowest point to the
top of the tower «, the length of cable from tower to tower is
2 s, as given by the above formula approximately.

07. Extension of a heavy Vertical Bar suspended from
its upper extremity and acted on only by its own weight.
In Fig. 50, let AB represent a homogeneous bar of uni-
form cross-section of length [ feet, suspended from B and
acted on only by its own weight. Let the weight of the
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bar be w pounds per linear foot, so that the weight of a
length x = AC is wx pounds. Also call the extension of
8 the bar per foot, when resting on a horizontal
support, from a pull of 1 pound, e.
If we call CD = A, then the portion
CD is extended from the weight wx Ibs. of

o

o 'AAEE the part below C, an amount wx. e¢A x.

i However, CD is extended, not only by the

4 weight of AC, but to some extent, by its

| own weight ; but the total extension from

o A + both causes cannot exceed w (x + Ax) e A x,
ig. 59.

for this assumes that the whole of the weight
of AD, w (x + A x), acts upon every part of CD, where-
as the weight of any portion of CD acts only upon
the part of CD above it. The true extension of CD is
thus between wex Ax and we (x + Ax) A x, whose ratio,
x/(x + Ax) has a limit 1 as Ax = o. All the more will
the limit of the ratio of the true extension of CD to
wex Ax be unity; hence by the theorem of Art. 93,
wex A x can replace the true extension of CD in taking the
limit of the sum of such extensions, as x takes the usual
successive values from o to 7 and A x = o.

Thus suppose AB divided into % parts, each of length
h = Ax, sothat ] = nh; then as x takes the successive
values, o, h, 2 h, 3 , . . . (n— 1) h, we find the total ex-
tension E of the bar, due to its own weight,

E=lim[weh +we « 2h +we « 3h+ -+ - twe(n—1)h]h
h=o
= limwe[14+2+4+3+ -+« +(m—1) Jh=welim {n (n—1)h%
h=o0 -

h=o
But, #(n — 1) h* = (uh)? — nh + b= > — [+ h, whose limit
ash=ois? .. E= Lwel



[Art. 98.] CENTER OF MASS. 243

It was thought instructive to the student to give, in this
simple example, the whole process implied by the integral
sign. More briefly,

E= lim Zl wexAx=flwexdx = 1 wer.
Ax=o 0 0 2

08. Center of Mass. In the case of a solid body, made
up of material particles, if the masses (Art. 64) of the
separate particles are denoted by m,, m, m, .. . and
their distances from any plane by x,, x, x, . . . respec-
tively, then the distance x, ot the center of mass from the

plane, for all the particles constituting the solid body, is
defined to be,

" _ Xy ey omay - - ZSmx o
0 my + mg + mg + - - - 3 om

A similar formula holds if a second plane of reference
is taken at right angles to the first and also for a third
plane of reference at right angles to the other two. The
three coordinates corresponding, say x, 3, and z, thus
determine uniquely the center of mass.

To apply the Calculus to the determination of the center
of mass, the matter will have to be considered as distrib-
uted continuously (along a line, surface or volume, as the
case may be), so that the limit of the sums in (I), as each
m = 0, will have to be taken.

Thus if the rectangle AB, of length /, width b, Fig. 59,
be supposed to have matter distributed uniformly over it
(as it would be if AB represented a thin sheet of paper ot
that form), the mass corresponding to any area, as that at
CD of width b and height A x, will be proportional to that
area and can be replaced by it in finding center of mass.



244 A BRIEF COURSE IN THE CALCULUS. [Art.08.]

Center of mass is coincident with center of gravity for
actual bodies, and where the particle of mass m is supposed
of infinitesimal dimensions, it can be shown, from the laws
of Mechanics, that its center of gravity is at an infinitesi-
mal distance from any of the points of the particle. In
fact, if we combine successively the forces acting on the
atoms which compose the particle, since the successive
resultants act always befween the two points of application
of the forces corresponding, it is seen that the point of
application of the final resultant, which passes through the
center of gravity of the particle of mass m, will always be
at an infinitesimal distance from all the points of the
particle.

The values of x in (1) are strictly estimated to the
center of mass of each particle ; but when matter is sup-
posed continuous, x# can be taken as the distance from the
fixed plane to any point on the surface or interior of the
body of mass m, since as # = O, the limit of the ratio of
the true to the substituted value of x is 1 (from what we
have seen above) and it is the same for the ratio of the
true to the substituted value of mux.

This follows from the theorem of Art. 95. Therefore
in the formula for continuously distributed matter,

lim 3 mx
m=0
Xo= 7 ————— * * * (2)

nlzlgl o 2Mm
« will be supposed measured from the fixed plane up to the
surface of the particle of mass m.. For any elementary
mass m in (2), & is called the arm and mx the moment
about the fixed plane.
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09. Center of Mass of Plane Surfaces. When the
matter is supposed distributed uniformly over an area 4 ;
A g, the area corresponding to m takes the place of m in
(2). The denominator is then = A4 and (2) can be written

xpd = lim 2 (x.Aa)---(3)

Aaz=o

x,4 is called the moment of the area. For plane surfaces,
the «fixed plane” is taken perpendicular to the surface
and x is thus measured from their intersection, which line
is called the axis.

(3) states the theorem for plane surfaces: The area
multiplied by the distance from its center of mass to an axis
is equal to the limit of the sum of the moments, about the
axis, for each elementary area of the surface.

ExampLE. The distance x, from A4 to the center of mass of
the rectangle 4B (Fig. 59) whose length 48 = /, width 2, is
from (3), since Aa = bdx,

Similarly we find that the center of mass is } 4 distant from
either side parallel to 4.3 ; hence it is at the center of figure.

To apply the theorem to the area ACDB of Fig. 60,
contained between the curve CD, whose equation is
y = f(x), the ordinates at ¥ = @, x = b, and the x = axis,
we substitute for the true element of area Aag = IKQP
the rectangle TPLK = y A and take for the arm, x = OI ;

W
then as in (ii) Art. 95, 4 = area ACDB = ydx and,
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by Art. 95, we can replace the true moment by x (yA x).
Therefore by (3),

b
%04 =£xydx <o (@)

To find 4, the distance of the center of mass of ACDB
from OX, we note from the example above, that the center
of mass of the rectangle
IL is y/2 above OX and
of the rectangle construc-
ted on IK and KQ as
sides, } (y + A y) above
OX; hence the center
o , of mass of JPQK lies

A 1 K B X :
e~ == -~ =~ > : between these two, and
R ? . i’;‘é‘o“-““"' its distance above OX
can be expressed by 1

Y

(y +0Ay), where o< < 1.

By the theorem above, the moment of the area TPQK
about OX, equals its area multiplied by the distance of its
center of mass from OX, which product lies between,
yAx. g and (y + Ay)Ax»;— (y + 0 A y), whose ratio, as
Ax = 0, Ay= 0, has a limit unity. Hence the limit of
the ratio of the true moment to

2 2
Y Axis 1. .. by Art. 93, yAx

2 2
moment of JPQK about OX in the limit of a sum.

The theorem above gives,

can replace the true

b b
504 ::2 lim EajﬂAx:—zfay?dx -+ (5)

Ax =o
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ExamprE 1. To find the center of mass of an elliptic quad-
rant, the equation of the curve being, ay = b Va* — «2

By Ex. 3, Art. 93, 4 = "—f’ :
From (4), xor—ab = éf V& — xdx = ~ba® . Xo = 4a.
4 aJo 3 3
wab 10 [ ., T, 4
From (5), ¥, . :;?l (a —x)dx=§ab .-yo—g;

On making @ = b, x,, ¥, for a circular quadrant of radius a
.
are each, 42,
3w

ExampLE 2. Determine (x, 4, for a portion of a plane
above the x-axis, bounded by the parabola, y* = 4 px, the
x-axis and the ordinate at (x = 4, y = ¢ = V4 pb). See Art. 8o.

3 3
Ans. x5 = gb, Yo =g ¢
ExampLE 3. Make a similar determination when the curves
are,
(i) ay? = %*; (i) ¢’y = &, from x = o to x = b.
4

. 5 1bh .. 203
Ans. (1) %, = ;b, o =g #2) xp = %b, Yo

70"
ExampLE 4. Find (x, ,) for the trapezoid formed by the
straight line y = s, the ordinates at ¥ = @ and & = 4 and the

x-axis.
2 B* — o® m b — a

Ans. %= — 57—, yo—g g

T
; = Zmx,
3 0 — a* 20

When ¢ = o, a triangle is formed for which,

2 1 .
KXo = —b, ¥ = —mb = : extreme ordinate.
3 3 3
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100. To Find the Center of Mass of Any Plane Curve
CD, Fig. 60. If IK = dx,then LT = dy, PT = ds, PQ =
Asand (Art. 78) lim ds/As = 1 asdx =0 .. ds can replace
m in (2) above which is now proportional to A s.

b b b
f xds f xds f yds
> === y Yo ¢

Ce Xy = g ’
jds s s

where s = length of arc CD.

ExampLE 1. Let the curve be,
o+t =ab Ex. 5, Art. 51, o ds = dtaHdw;
.. between the limits x = o, x.= «,

2 2
xo=ga,y0= ga.

ExampLE 2. To find the center of mass of a circular arc
DBC, Fig. 61, take y as the independent
variable and integrate between the limits,

y=AC =cand y = —c= — DA.

P+ P=a . dx= —%dy;
: dx\? a
ds = \/<(E> +1 dy;;dy.

J;xds j;ady 2¢.a _DC- OB

e X = = =

s s DBC DBC

Yo = o from considerations of symmetry
For a semi-circle £ZBY,

Fig. 61,

2a - Q 2a
x0=-—=-—-—.
weQ T
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101. Center of Mass for a Solid of Revolution. In
Fig. 60, let ACDB make a complete revolution about OX,
thus generating “a solid of revolution.” The element of
volume was shown in Art. 95 (iii) to be 7y*dx or the volume
generated by the rectangle IL. Therefore by the theorem
of Art. 95, my* dx can replace m in (2) Art. 98, which thus

becomes,
b b
T f xy’dx f xy’dx
X, = —= =25 :
olu.
volume j’ ydx

v, = O or the center of mass is on the x-axis, as follows
from the symmetry of the solid about the axis.

Exampre 1. To find the center of mass of a right cone formed
by revolving the line y = ax about OX from x = o to x = 4.

b
f a*x*dx
0
%=~y
f a’xdx
0

ExampLE 2. To find the center of mass of a paraboloid of
revolution. Let 32 = 4px. Take limits from x = o to ¥ = 6.

b
f 4 pxidx
= = = b.

ol S
f 4 pxdx 3
0

ExampLE 3. Let the generating curve be the conic, 3 =
2 Ax + Bx? Art. 20 (5) and Fig. 16, the origin being at a
vertex.

=3y
4

Xo =

_j(:(zsz—FBxs)dx—SAx_'_:&BxZ.

" 124 + 4 Bx

Ko = 77
f (2 Ax + Bx*) dx
]
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For the parabola,

B=o,2A=4p.-.x0=§x(asinEx.z).

For the ellipse,

2 2
2A=ﬁwB=—%
a a
and for the hyperbola,
2 2
24 =20 g Y.
a a

therefore using the upper sign for the hyperbola, the lower
sign for the ellipse, '
. 8 ab?x 4= 3 b2x?

T 12a E 4 0%’

which gives the distance from the vertex to the center of mass.
If the extreme ordinate is at the center of the ellipse, x = @ and
%, = §a. This result pertains to a semi-prolate spheroid.

If for the ellipse, we put @ = &, we get for a spherical seg-
ment of one base of altitude x,

<8 a—3 x>x
K= |—"")
3a—x /4
@ — x, gives the distance from the center of the sphere to the
center of mass of the spherical segment.

102. Moment of Inertia. Space forbids entering ex-
tensively into this subject, which is of great importance in
Mechanics. Moment of Inertia strictly involves mass, but
in a special case, the discussion of the bending of beams or
wherever the theory of elasticity is employed, the term
“moment of inertia’’ is applied to areas with no reference to
mass. In this case, it may be thus defined: if A g repre-
sents a portion of the area of a given plane figure and 7 is
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its distance from a fixed line of the plane, called the axis,
then I, the moment of inertia of the area of the figure
about the axis, is,
I = lim ?Aag ... (1
Aa=o 2 ( )
where the summation extends over the whole area.
One or two examples will illustrate the application of
the formula to simple cases.

ExampLE 1. To find the moment of inertia of the rectangle
Fig. 59, Art. gg, about the lower edge, the width being &, the
height 2. Call 4C = x, CD = Ax and the element of area

Aa=0bAx.
h ) 3
2 X% . be:bfodx:%.
4 0 3

ExampLE 2. If the axis is taken parallel to the base and
%/2 above it, then the only change is in the limits of the inte-
gration, which are now — %/2, /2, since x is to be estimated
from the new axis.

. I = lim

s I=0 h/zxzdx=b—h8-
—h/2 I2
ExamPLE 3. Find the moment of inertia of a right triangle
OB C, Fig.62, about OB X. v c
Let OB = 4, BC = /& and
the equation of OC be, r

¥y = ax. Consider two o I
points (x,7), (x+ Ax, Y I L

v+ Ay), on OC. The e |az

inscribed rectangle has a ) b B X
width Ax and altitude y, Fig. 62.

and its moment of inertia about OX by Ex. 1, is

y_3 Ax— a®x* A x
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The partly circumscribed rectangle has a width Ax and
altitude (¥ 4+ Ay) and its moment of inertia about OX is,

3
(ry+A4ay A

The limit of the ratio of these,

(y+ Ap?
-})3 i

asAx = o, Ay = o,is unity. Hence, since the moment of inertia
of the true area (the trapezoid with parallel sides y and y + Ay)
is between that for the two rectangles, the limit of ‘its ratio to

%8 A xis unity. Hence by the theorem of Art. g5, § @® 2®Ax

can be used for the true moment in taking the limit of the sum
of all such moments from x = o to & = &.

b 374 3
I=f £agxgdac=ﬂ=%'-
03

12 12

It will be observed here that the moment of inertia of the
inscribed rectangie % »*A x must be expressed as a function of
x by substituting for y its value from the equation of the locus,
¥ = ax in this case. This rule also applies when the locus is a
curve whose equation is y=F (x). We have then to take the
limit of the sum of all such moments as x changes (Ax at a
time) from the inferior to the superior limit assumed.



CHAPTER XIII.
SINGULAR FORMS. PARTIAL DIFFERENTIATION.

103. Singular Forms. In Articles 24, 25 and 26 are
given examples of functions that assume the forms g, %,
0 — o and oo .0 when a certain number is substituted for
the variable. Other functions assume the forms 1%, « °,
0°, for certain values of the variable: The function, in all
these cases, is said to assume a singular or indeterminate
form, though the latter term is rather unfortunate, since
the Calculus supplies general methods by which the limit
of the function can be determined as the variable approaches
the value in question.

Before developing the Calculus methods, let us give a
geometrical interpretation which throws a full light upon
the meaning of the results. McMahon and Snyder in their

Differential Calculus, have given this interpretation for the
2
function

which takes the form (—;— when ¢ is put for

x.  What follows is simply an extension of the method to
any function that assumes the form 3.
Let us consider first the function,

_®—8x+15  (x—3) (x—5)
O —gxt1z (x—3) (x—4)

(®

which takes the form $ for x = 3.
263



254 A BRIEF COURSE IN THE CALCULUS. [Art. 103.]

The value of y can be computed for any x but x = 3.
For any other value than 3, the factor (x — 3) can be
struck out, giving,

_x¥=5
y*x_4 o (2)

For ¥ = 3, this cancellation cannot be effected by any

rule of Algebra, since division by o is not admissible.
Clear (1) of fractions and arrange as follows :

F=3)[yEr—49)—@—35)]=0...@0)
This locus is made up of the straight line,
x=3...(4)

parallel to the y-axis and 3 units from it and the hyperbola
(2) above, which is more conveniently plotted in the form,

I

y=1- - (5)

x— 4
The graphs of the hyperbola and straight line are shown
in Fig. 63. When x = 3,
the y of the hyperbola (2)
: or (5) is exactly 2 ; but for
the straight line (4), ¥ can
have any value, in fact an
- ———— infinite number of values,
° 84 X y = 2 being one of the in-
finite number.

This explains perfectly
why (1) assumes the form $
for x = 3; for then, where
both loci are considered, y can have any value, corresponding
to points on the straight line » = 3 or (4) above. It is

Fig. 63.
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usual to define the wvalue of y for x = 3 as the limit to
which (1) or (2) approaches indefinitely as & = 3. It is
convenient to do this, for this gives a value to y in (1) for
x = 3, that is comtinuous with the values assumed by it
as x passes through 3, corresponding to ordinates of the
hyperbola only ; but it must not be forgotten that the def-
inition excludes part of the locus (), viz.,, part of the
straight line = 3 and is to that extent arbitrary. The
point of intersection (3, 2) of the two loci (4) and (5) cor-
responds to the value of y as given by the above definition.
To get lim y as x =3 from (1), a limit that is actually
attained, we simply cancel the factor (x — 3) in (1) and
put x = 3 in the result.
If the original function had been

_(x—4) (x—75)
(x—4) (x—4)

the hyperbola locus will be found unchanged, but the
straight line locus is now x = 4. On canceling (x — 4),
it is seen that y = w as x = 4 as is evident from the figure
since x = 4 is an asymptote. In this case for x = 4, y =
9 from the original equation, but on cancellation, it is seen
that y =~ o0 as x=4. It has no definite limit in this ex-
ceptional case. The function is discontinuous at x = 4.
Generally, #f,
_x—a) Fw)
RN

take the form § for x = a, its value is defined to be the
value (if it has a definite value) of the right member, when
(% — a) is canceled and we put x = a in the result.
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On clearing, etc., we have,

(x—a) [/ (%) — F (%)] = o,
which gives the two loci,
_F®
REVION
whose intersection corresponds to the value of y at x = @
as defined.

If either F (x) or f(x) are irrational, either F (a) or f(a)
may be imaginary, in which case,

_ F(w)
YT W)

does not intersect the line x = ¢ and the original fraction
is imaginary for this value of x.

Many expressions that assume the form 2 can be evalu-
ated by the rule above, on first expanding by Taylor’s
Theorem.

Thus, yze"—Z___*_—i;f_’
"I —COS x
has.a limit 2 as x = o.
By Art. 72
x? &P 2 K8
ex=1+x—|———[——+...;e‘”:l—-x—kfc—-——-l—...;
2|3 ‘ 2 |3
x? ot
I—COS %= ———-..
B

%
+
|
+

“
I
%
2% 5%

N -
|
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As all the terms of the infinite converging series in numera-
tor and denominator contain x except the first,

. I
limy (as x=0) = — = 2.
(%)
This sufficiently illustrates the method to pursue in similar
examples.
In this way prove,
. & —e” . x—sinx 1 sin mx\"
lim —— =23 lim ZX———="—; hm< >=mﬂ‘
r=o log (1 + ) x=a x° 6’ rzo\ ¥
lim PR 10 g, @
x=o0 xa o 3 ’ xr=o0 X - g b )

Note. If f(x) is any continuous function of x, then by
Taylor’s series, Art. 67, assuming the series convergent when x
is near a,

@) —fl@)_ &—a/f@+ix—a/"O+. ..

X —a X —a

. ()

The division by (¥ — ) in the right member can be effected
except when x = a. ‘

Lety= left member and 7 (x) = " (&) + % (x—a) /(@) + . . .
Here £ (x) = slope of secant of f(x) = (f(x) —f (@) /(x—a),
except when x = a, when £ (x) = f'(a) = slope of tangent line.

_(v—a) F(x)
(v —a

. (¥ —a) [y — F(x)] = o and the graph of this locus con-
sists of the straight line x = @ and the curve y = #(x), which
intersect at x = a. '

S (@)

a

But, lim y = lim ﬁ%—

r=a r=a

~which is equal to, lim 7 (x) = /' (a).

=f' (a), Art. 29,
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Thus the derivative of f(x) at x = «, is the one value of y
(amongst the ‘infinite number on the line » = @) which is con-
tinuous with the other values of y along the curve y = # (x).

Thus the derivative of f(x) at x = @, is referred to the
general case above of functions that assume the form o/o if a is
put for ». The result is in agreement with the fact that although
a line through two points has a definite slope, a line through
one point only can have an infinite number of slopes ; but if the
two points lie always on a curve, the slope of the line through
them has a definite limit as the second point approaches indefi-
nitely the first.

104. Form §. Let F (x), f(x), represent.continuous
functions of x in the vicinity of x = @, so that F (x + i),
f(x + k), can be expanded by Taylor’s formula. Also
suppose F (a) =0, f(a) =o0. By the theorem of mean
value, Art. 73,

Fa+h F@+hF (a+60kh F(a+0h
Flat+ 2  f@+ifa+r 02  [f@a+t6h’

where the values of 8 and & are between o and 1.

When % = o, the left member assumes the form ¢. Put
x = a + h and note that as 4 = 0, x = ¢ ; then taking limits,
as h=o0,

. F(x) F'(a)
im 2% _ L2 @)
Lo J& @
Hence, if 1; ((xx)) assumes the form § when x = a, to find its

limit as x = a, the derivative of the numerator divided by the
derivative of the denominalor is formed and x put equal to a
in the result.
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It often happens that F (a) assumes the form 9, in

f' (@) 0
which case, the same rule applies to this function, so that
FI/ (a)
(@)
The case where a = o is treated in standard works and
leads to the rule given above.

its limit as x = q, is and so on for similar cases.

sin x — sin x cos & o
EXAMPLE. 5 takes the form = for x = o.
X o
. sin ¥ — sin x cos x . cos x + sin%x — cosx
. lim 5 = lim 5 .
X =0 X x= 3%

On noting that this takes the form ° for x = o, we differen-
[0}

tiate again. The result again comes under the rule, so the
process is repeated a third time. The previous result then
equals,

. —sinx44sinxcosx . —cosx+a(cos?x—sin®x) 1
lim = lim = —.
xr=o0 6 X r—o 6 2

See Art. 25 for another way of reaching this result.

Examples.
. I —sing . —Ccosx o
1. Ilm ——— = lim ——Z === o0.
r=m/2 COSX r=nw/2 — SIN X I
2sinxy —x . 2Cc08Sx — I
2. hm—-.—*z 1lln —_————— ¢
r—o XSINX r=oSIN ¥ + x COSx

This expression has no definite limit but as x = o, its value

= 0.

3. lim

st 2COSX + X% — 2

xsin x — &2
— 2.

This example can be more easily worked by expansion.
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4. Find limits, as & = o, of,

~e—e* . xlog(1+x),  ,... 1—cosx Va2 — x?
) e (@) T cosx (m) o y (v )—~x7—

ns. (i) 2; (i) 25 (i) 25 () Z—Ia

5. After differentiating the first time, reduce and cancel the
factor Va — a'in the following:

Vx +\/x—\/a imi\/a—c+\/x—a Vx + a

lim 1 .
r=a \/x—a r=a2 Vx x
_N2a I |
2a V2a

6 i x3—1+(x—1)’}__~§
’ xn_n,(xz—l)g—x—l—i 2

bl— _al—:c
7. lim — ¥ ———
x=1 I —x

b
= log —.
og -

For brevity we shall write below 1/0 = ¢, 1/0 = 0,
with the interpretation already given in Art. 15.
105. Forms 0 /0, 0 - w and © — «.
Where F (x)/f (x) takes the form w0 /oo for x = g, write,
F(x) _ 1/f (@)
S@  /F@)’
which last expression assumes the form o/o for x = a;

hence by the rule above, the limit, as x = g, of the given
function, is the limit, as x = g, of the following :

F) _ cmmJ() - CLy. L.
7 PRAVICIAR
- Ty
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On dividing through by lim f—(g—) and solving for
lim F (x)/f (x), we find,
lim @y P _ F(a)

x=a f(x) B x=a f/(x) B f/((l) ’
giving the same rule as for functions that assume the form
o/o for x = a.

The division above by -lim F (x)/f (x) when it = oo as
x = @, or when its limit is o, is not admissible. It is shown,
however, in larger treatises (see Todhunter or Byerly in
Differential Calculus) that the same rule given above holds
for this case as well as for previous cases.

Transformations are allowed at any stage not only in
this, but in all cases.

csc? i

. t .
Ex. lim 10gcotx= C_? * =—<x> I = — T.
r=o logx x =0 \SID X/ COS % |,—o

The given function here takes the form oo /0 when
x = o. Functions assuming the forms 0 . 0, 0 —o0 for
x = @ can be transformed so as to take the form o/o.
Thus if F(x) = oand f(x) = o asx= g,
F (x)

I

S ()

F (x) « f(x) can be changed to , which tends to

the form o/o as x =~ a.

EXAMPLE 1. x Jog x takes the form o X — oo forx = o, but
log «
1/%

takes the form :% to which the rule applies.

. . 1/x .
lim xlogx = lim = lim (—x) = o.
=0 J xi=o0 I/xz x‘=o( )
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ExaMpLE 2. Substituting 1/y for x is sometimes serviceable.

I

[(a;— 1) x] takes the form o+ o for x = butify:ly as
x

X = o0, Y =0 and,

I
. - . al—1 . a’loga
lim (¢* — 1) x = lim —— = lim Z_o8a _ log a.
x =0 ¥ =0 y=o0
EXAMPLE 3. Lo —o0 as &= 1; but this is

logw x—1
—1 —xl1
¥~ 1= %08 % thich for 4 = 1 takes the form g ’

equal to, Toga = 1)

.. its limit as & = 1, is,

i
. 1—logx —1 . T x I
hm——g—«:hm = ——,
=1 X — I PR § 1 2
+ log « —+ =
x g X x
. T
ExaMPLE 4. lim (xtan x — - secx) = — 1.
x=m/2 2

. 2
EXAMPLE 5. lim (1 — «) tan 71'2_30 _ 2.
w

106. Forms 0° «° 1°. Functions that assume these
forms for x = g, can, by use of logarithms, as illustrated in
the examples below, be reduced to other functions that
assume some of the forms already discussed.

EXAMPLE I. x°™% takes the form o° when x = o.

lo sin x sin x log x
e gx’ I %3

Now since, X =

. . [sinx
As x= o, lim sin x log x = lim <‘ : xlogx> =1IX0=0,
x

since lim (sin x/x) = 1, Arts. 24 and 26 and Ex. 1, Art. 105.

sinx — eO= I.

oo limox

xr=o0
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I

ExaMPLE 2. x” tends to the form «o° when x = oo.

I
log x - logx
But x=e s =6 x
1
L x I . z
lim =lim - =o limx* =¢° =1
X ==00 X r=wn X X == 00

ExAMPLE 3. (1 + x)” tends to the form 1° as x = o,

= log (1 + x)
(I + x) :__elog(t-l-x) (I + x)x: e x

1
.mlog(l +x) 1+«
‘o X I x=0

log (r )
x

But

1

gim 8 =

colim (1 4 %) =lime = =e.

x=o0 x =0
. n/x
EXAMPLE 4. lim (cos ax) =~ = 1.
X =0

ExaMpLE 5. lim (log x)* = 1.

X =0 -

ExXAMPLE 6. lim (@ — )@ = 1.

107. Partial Differentiation. Functions in which two
or more independent variables occur are quite common.
Thus the area of a triangle equals one-half the base by the
altitude. The area may vary either (1) by supposing the
altitude to vary, the base being constant, or (2) with a con-
stant altitude the base may alone vary, or (3) both base and
altitude may be supposed to vary at the same time. The
base and altitude are thus independent variables. Similarly
in a parallelopiped the length, breadth and thickness are
each independent variables.
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If uis a function of x,y, z, . . . expressed algebraically
thus, v = f(x, 9, % . . . .), the rate of increase of » witn
respect to x, supposing the other variables to remain con-
stant, or the partial derivative of u with respect to x, is

expressed, by aid of the round d (9) thus, e - The pamal

differential of u with respect to x is denoted by — dx

or simply d,.
Similarly for the other variables.

For example, if u = &% + 209 + 2%

d

a_zzzxz-f-zgﬂ oo 0= (2xz + 297 dx.
du A

ﬂ=4xy cL 0 = 4xy - dy.
%:xz—kzz o0 = (o + 22) da.

The total differential of u = f (%, v, 2, . . .)is defined to
be the sum of the partial differentials with respect to each
independent variable in turn, and is denoted by du.

-.du—8u+8u+8u+

’a—“dera dy +—dz+

Thus in the above example,
du = (2xz + 2 9°) dx + 4 xydy + (¥* + 2 2) ds.

In all the above expressions, dx, dy, dz, . . ., are inde-
pendent infinitesimal increments of «, y, 2, . . ., and it may
be shown that the total increment of #, A u, when x changes
to & + dx, y to y + dy, etc, differs from the total differ-
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ential du by an infinitesimal of a higher order than the
first. The proof of this and the following is given in the
larger treatises.
A case of special interest in plane geometry is,

# = f(x, y) = 0. The variables x and y are no longer
independent, y is a function of x and a point (x, y) must
lie on the curve f(x, y) = o. We have,

ou dudy _ dy_ w0

dx 0y dx . dx dx [ 9y’
which gives the slope of the curve.

ExampLE 1. Thus for the ellipse,

2 2
PP AP IS
du 2x du 29y
Fria Rl it
dy  du [du b
Tdx o 9x/ 3y @y

Compare with the method of Art. 39, Ex. 8. Also see
Exs. 10 and 11, Art. 41.

ExaMmpLE 2. Hfu=ax®+ 2hxy + 00"+ 2gx4+2fy +c= o,
prove by the above formula; also by the method of Art. 41,
Ex. 11, that,

dy  ax+hy+g
Ao~ hx + by 4/

ExamMPLE 3. #*+4 3 — 3axy = o, find the slope of the
curve.
ExampLE 4. Find &y/dx in the curve,

(y2+x2)2—60xf—2ax3+azx2=o.



REVIEW EXERCISES.
CHAPTERS I AND IL

1. In the following curves,
AR A A
9 4 9 4
F=40G+x), &=9@+9);
find the intercepts on the axes and the limits of the curves;
also text for symmetry with respect to the axes, and roughly
sketch the curves (Arts. 6, g, 10 and 20).
2. Construct the loci:
2% + 29% = 8§, 3+ 89y —2x+4y=0,
¥=—8y »=—9gu«u,
xy = 4, xy=—1I.
3. Construct the straight lines:
3x—5y=10, §(x—y)=x+%y—4
ayers

(a) By the slope method, § 11, Ex. 1,

(b) By the intercept method,

(¢) By the method used in Ex. 5, § 11.

In a right triangle whose vertices are (o, 0), (a, 0), (0, b),
prove that the mid-point of the hypotenuse is equally distant
from the three vertices. ,

5. Prove that the triangle whose vertices are (3, 2), (= 1,
— 3), (— 6, 1) is a right triangle.

6. Find the codrdinates of the intersection of 4* = 4 ax and
x? = 4 ay and sketch the curves.

7. At what angles do the lines of Ex. 3 intersect? (Art.
11, Ex. 14.) Find the codrdinates of the points of intersec-

tion and construct.
266
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CHAPTERS 1II AND 1IV.

vt $@)—$0) _a—b
ar T T @) tta
2. What function of x satisfies,

S+ =/ -S); flx—y)=S(%)+S)?

sin x — sin @

1. If ¢ (x) =

3. lim —————— = cos a.
x=a X —a
. tan (x + k) — tan x . sinp 1
4. 1 = lim .
hzo h hzo h COSxcCOS (x4 &)
) = sec? x.
lim S€¢ (x + h) —secx sinx.
> hzo h T cos? x

By aid of Exs. 3, 4, 5, prove D sin x = cos «x, D tan x = sec’ x,
D sec x = sec x tan x.
x tan x

6. Prove lim ——F—— =
wto X — 28D X

. . a
7. Differentiate: «Va? — &7, p Va = a2,

2

2+x2 7 75 I—X
—I_+—.’X2’ \/a—l—x, \/Ll +.’)C2, _I+x2,
_—“Ix—xz, (a_|_x)m (b-l—x)".
8.Dl/1—x= -,
I+% (14 Vi—a?
D 1—o _ 3xt st
V1 + &2 (1 4 a?)t

d
-y +3aty=0, a'+2xp—35y=3,
P (2a—x) =% &+ =2rx

9. Find Zy when, #* 4 »* — 3axy =0,
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CHAPTERS V AND VL

1. If the sides of an equilateral triangle are increasing at
the rate of o.1 feet per second, at what rate is the area increas-
ing at the instant a side has the length 20 feet?

Ans. 1.733 sq. ft. per sec.

2. A point moves along a straight line a distance x feet in ¢
seconds, according to the law,

¢
MRy
What is the rate at the end of the time ?

3. Ift = ¢ (Vh — Nx), what is the rate?

4. An inverted cone with a vertical axis has the altitude
equal to the radius of the base. If it is being filled with water
at the rate of 100 cubic inches per minute, prove that the sur-
face of water is rising at the rate 1/ inch per minute, when
the depth of water is 1o inches. '

5. Prove for any conic section that

dr dx
@~ w
and interpret (see ix, Art. 5o).
6. At what angles do the parabolas y = x?, 3> = 8 x inter-
sect? Ans. Tan™* (3),-90".
7. Prove that the hyperbolas

& -y =4, xy=3/2

. 3 1 3 1 )
Intersect at —=y —= —— — =
G )
at angles whose tangents are 11/3, 2/3 respectively.
8. In Art. 48 (iv) and (vi), prove that the slopes are (see
Remark, Art. 50),

b 2wt b .
— - cot ——, <= cosec 0, respectively.
a T a ) 1ESP ¥
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9. In the cycloid,
x=a (0 —sinf), y=a (1 — cos 6),
show that, D,y = sin 6/ (1 — cos 6) = cot —20—
When 6 = n/2, what is the slope ?
1o. Construct; also find slopes of,
(i) y=sin x + cos x;
(ii) x = 24, y = sin ¢;
(iii) y = sin 2 x.
Hint. Notethatsinzx] _ =sinx| _, .

r1. Find the normal, subnormal, tangent and subtangent of
the catenary.

y =% (e™* + ¢~**), Fig. 38, Art. 59.

2
¥
Amns.

— €

; _q' (ezx/a —2.x/a), yz . ay

' \/y’—az’ \/y2—~a2.

12. At what points on the sinusoid, y = sin x (Fig. 13,
Art. 17) is the slope 30°? Here, tan 30° = 0.57735 = C0S x
. & = 0.9553 radians, corresponding to 54° 44’. From the
figure, » being @ + or — integer or zero, we  have too,
x=2nmw+ 0.9553. Why?

& |

13. Yu=sin"'x .. u+ Au=sin"?(x+ Ax).

du lim Au ‘m A
% axmo AX axio sin (u+ Au) —sinu
m CAu/2 I 1
T aszoSin Au/2  cos (u+ Auf2)  cosu
I 1

B A1 — sin? # Vi— a2

Similarly find D, cos™ & = ————-
d Vi — &?
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14. Find derivatives of

(1) Ve (4) cos™! (1 —24?);
(2) logsec®x; (5) tan—ll“__\/f_x
(3) log %; (6) -log tan (’—;Jr 92f>
Ans. (1) % NI () —*—\/IQ_ =)
(2) 2tan x; (5) m;
(3) log E; 6) sec x.

CHAPTERS VII AND VIIL

1. A body moves along a straight line with a constant ac-
celeration /. Let x be the distance of the body from a point
O on the line at the time 2.

If when x = x,, { = o and v = v,, prove,

x =3 1+ vt + X
2. Develop €% by Maclaurin’s Theorem.

2 2848 anTlyn—1  on

s T

Ans. 1 +2x+—— +—-+. . .+
LB

3. Develop 4 4* + 5x + 2 in powers of x — 2.

v (x)=4x2+5x_+ 2, oo f () = 28,
S (x)=8x + 35, S (2) = 21,
S (%) =38, S (2) =38,

J7” (%) and higher derivatives are each zero.
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.. by (6), Art. 68, putting a = 2,
. (x — 2)2
@) =/G) + (=27 0) + S (),
o4+ 54 2=128+ 21 (x—2)+4 (x— 2)%
4. Develop 34° + 1542 — 7 x + 1 in powers of
.'X/—"‘I, x4+ 1, x+ 2.
(e ap, ta

B G ...
+ (@ + a)”ezl , where — ¢ < o) < .
n

5. Prove ezze‘“l:l + (x +a)+

6. It can be proved from Trigonometry that

1 1 I
= ggtah~1Z —tan"! —.

239
Expanding by aid of Ex. 6, Art. 67a,

I I I I I
A e R R T AARD)

< I SN SO )
239 3239° 5239 T/

Taking three terms in the first series and one in the second,
we find 7 = 3.1416; and by taking eight terms of the first
series and three of the second, = = 3.141592653589793.

7. From Ex. 6, Art. 72, on addition and subtraction,

e .
s = ~— 3 Snp=—u— .
2 ’ 2N =1
On putting x = 7 in the first result of Ex. 6, Art. 72, we
obtain the remarkable relation, "V ™! = 1.

x\/:+e~x\/: ex\/;—_l _e—x\/:l
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CHAPTERS IX AND X.

1. Showthat sin x (1 + cos x) is a maximum when x = =/3.

2. Sin?® 0 cos § has a maximum at § = #/3. On constructing
the graph as 6 varies from o to 2, it is easily seen that there
is another maximum at 6 = % «, and two minima at § = % = and
4.

3. Divide a number ¢ into two factors (x and ¢/x) such that
the sum of their squares shall be the least possible.

Ans. Each factor = Va-

4. A circular sector of constant perimeter has a maximum
area when the arc is double the radius.

5. ABCD is a rectangle, and APQ meets BC in P and DC
produced in Q. Find the angle QAB = AQD when area ABP
+ area PCQ is a minimum.

6. In Ex. 3, Art. 76 (Fig. 49), show that (i) O4 + OB is
least when tan 6 = V(§/a), and its value is a + 2 Vab + b;
(i) area OAB is least when tan 6 = b/e, whence area OAB =
2 ab.

. Assuming that the equation of the tangent to an ellipse
a*y? + b’ = a%* in terms of its slope m is, y= mx +
Va*m? + b?; prove that when the length of the part of the tan-
gent intercepted between the axes is a minimum, its value is
a+b.

8. If y = f (x), then by (5) Art. 78,

lim Ay

— = cody=Ayas Ax = dx =0}
Ax=o0 dy T 4 Y

or when A x is small enough, dy is approximately equal to A y.

Thus if y=sin x and x changes from 40° to 40° 10
. Ay=sin 40° 10/ — sin 40° = .c0222. But, dy = cos x «
dx = 76604 X .00291 = .00223, since dx = number of radians
in 10’ = .00291. In this instance, dy and A y differ by only
.00001.
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9. If y = cos w, and x changes from 40° to 40° 10/, compute
both A y and dy.

10. If @, b, ¢, are the three sides of a triangle and C the angle
opposite ¢, also if dC (in radians) is an error made in the
angle C, prove that the error in ¢ is approximately,

absin C - dC

dc = .
V(a? + b2 — 2 ab cos C)

11. The curve y = x* — 2 &% cuts the x-axis at (o, o) and
(2, 0); find the area bounded by the x-axis and the curve.

12. Find the area between the x-axis and the curve y =
x84 2 &%

13. Find the areas between the x-axis and the curves,

B tx, B —2a? 4 x, 2 — &P x+e”,i+x,

between the ordinates at x = 1 and x = 2.
14. Find the volume generated by revolving the curves,
y = sec x, y = cosec x, about the x-axis for end values o and
m/4 for the first, w/4 and /2 for the second curve.
Ans. = (see Fig. 13).

CHAPTERS XI AND XII

f___cosxdx =-11 (5 — 3 sin x)
Js—ssinx 3 J 8 :

) ,
2. M=—(7—ztanx}*.

V7 —2tanx
sec’wdx sec?xdx I du

5 V8 — 3 sectx Vs — 3 tan?¥ V3J Vs—u?
=L sin—1 ¥ L_sin‘l——\/my if = /3 tan x.

V3 5 V3 Vs
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4. f_\_/ilz_:‘x.z dx = f(azx‘2 — 1)%x—3 dx =
x

2 A2\2
(@ — )}

3 a2x3

— if(azx‘z —1)% (—2a% %) dx =

Here, we divide numerator and denominator by x, write 1/x3,
x~% and reduce the integral to form [1] Art. 85 and thus inte-

grate.
Examples 5—10 illustrate similar transferences of a factor in
the attempt to reduce to [1] Art. 85.

A/ — AR
5. fixxrx—do—c:f(zax“l—l)%x‘zdx=

1 (2ax — o)}
x3

3a
dx dx
6. f(xz + az)% = f(xz)%(l + dzx—z)fr =
f([ + a2 iyt dn = %(1 + a3~ =
1 [x% -+ az>“% _ x
a_2< x? TN ta

7 f—d—x—- =f(1 + a2~ ) 3 dy :——xhr—a:.

X% Va2 + a? a’x
3 f dx L Vet — 2

2 Va? — &7 a’x

dx

9. |- = == f(z ax™! — 1)‘%x_2dx =

xV2ax — x°

V2 ax — &2
ax

IOJ“ dx B —x
(«* —a)t  2Vxr— @
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Examples 4—10 can, with equal ease, be reduced to an inte-

grable form by the substitution x = 1. Use the latter substitu-

tion in Examples 11-13.

dx L8 e+ Ve +x 1 x
1. | ———=—-log———— =-log———nr.
x(x* + a?) a % N
f dx Vzax - o
12. ] .
xNzax + x* ax

Examples 4 and 8 can likewise be solved by the substitu-
tion x = a sin 6; Examples 6, 7 and 11 by the substitution
& = a tan 6, and Examples 10 and 13 by putting x = a sec 0.

Use x = a sin 0 in getting the next integral.

dx I I 0
R =1 -
14 fx\/az—xz - fcsc 0do - og tan 5

I a— Va* — x?,
= ]og—-ﬁ’
a x
. 6 1 — cosé
since, tan - = —mg — ose 6 — cot 6.
2 S

Find :

54+ 3% f 5 dx f N
15. | V———dx = | ———= + — xdx.
S.f\/gfx‘ Vo — x? 3]0 )
a42x 4 dx fzxdx'
16.tf9+x2dx— 9+x2+ '9—i—x2

p e [
Vs + & Nt —
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f dx f dx
8 | — _— .
x? 4+ 4x + 10 Vio—x*—6x

. f dx X f dx
> Va2 + 3%+ 1 Nt —x — 1

. j‘ dx _f, dx
' Vat — ax \/< a>2 «?
=4y -2
z 4

—2x+4+3 __ [lex—2)dx f dx
21 xz—-zx—l-’sdx— x2—2x+5+ x2—2x+5
I

X —

= —log(xz—zx—l—s)—l—;tan"l

Bx—1)dy _3 @x+@dx_1[ 4dx
“J 2t tax+3 4 2624543 2(w*+2x+3)

22
=%log(2x2+4x+3)—2v5tan“(x—l- 1) Va.

Notice here that D, (2 «? + 4xb+ 3)=4x+4andzx —1=
1ax+a)—4a

i [ = Hlog (¢ a5 = 2tan o)

2

24. f V2 ax—ax?dx. Letx=a (1—cosf) .. dv=asin6d 6
[
/2 ' w/2

a 2
f \/(za—x)xdxz‘fazsinZGdO:f%(I—00520)d0
0 0 0

/2
2 1 2
= (9 _smz2 0) _ra , mnoting that when
0 4

2 2

. k.
x=ag1=1—c050 ..cos =0,0=—; x=o0,60=o0.
2
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1:/2 / 17/ 0
25.j(cost‘)—c0520)d0=sin0]0 _J L1reos20 ., T

0 0 2 P
26.f 2dx %=4[xi+log (xi—l)], Let 4 — ot

xt—x

27. fsin x log cos x dx = cos x (1 — log cos x)
Integrate by parts.
28. ftan x log sec x dx= (log sec x)? -—ftan x log sec x dx

. ftan x log sec x dx = = (log sec x)%.

2. f\/;cd _f(a—x)dx

Va2 — x*

sm—1 -|- Vat

o (@ +2x+3)dx
) e—neEr)@—1n "

3log (e —4)+ Flog (x4 2)

—EIOg(x—1)=log(x_4) (x+2)

7 See Art. 88.
(x—1)
(x + 2) dx (x+1)ﬂx—3)%
. =1
)T —2  ° (w2
xdx - 21 x—2 1_1
(x+1)(x—2) 9 ¥ t1 3x+1
f___ﬂ;_ﬁ_sz+r_1_Lm
33 (x—12(x+1) 4 “x—1 2%—1
(x + 1)dx dx X — 3
34 (x—a)(x—10b)’ x(x-—l) (x—l)(x-l-z)
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35 Toresolve the next expression into partial fractions, place,

x 4 _l_fo—l—C‘
(x—1)(**+2) x—1 a+2

Clearing of fractions and combining,
x=A+B)x» = (B—-C)x+24—-C.

Equating the coefficients of like powers of x on both sides
of this identity,

o=A4+B;1=—B+C;0=24—-—C.

f xdx 1 dc 1 xdx;_'_ff dx
Td -0+ 3J x—1 3J2+2 3J 8P+ 2
1 1 V2 ®
=-log (x — 1) — =log(&® + 2) + —tan™t —.

3 g ( ) — g log( ) 3 VA

36. Find the area between the curve, y%x = 4a?(2a — %),
and its asymptote, x = o.

2a . ’}? 2a —
4(’f <_2a x> dx=4af (2a x)da;:
0 x 0o (2ax — x?)

1 ("(2a--2x)dx adx

— 4 35 (2 ax — o)} +f[a2—<x—a‘>2ﬁ§

- . x — 2a
=4a§\/2ax—x2+081n“1 d% = 47ma’
a 0

37. The equation of the parabola, Fig. 35, Art. 53, is
Va +Vy=aory=a—2vVaxt+ x.

The area hetween the parabola and the axes is thus:

fydx=f(a——2\/&x%+x)dx=%a2.
0 0
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38. The volume generated by revolving the arc of this parab-
ola from (o, @) to (a, o) about the axis of x is,

rfayde=143m
0 5

39. The cycloid is defined by the equations,
x = a (6 — sin §), y=a (& — cos f).
v dy=a(1—cosb)db dy=asinbdo.
. ds?=dx? +dy* = 20’ (1 — cos ) = 4azsin2—2- - d o2

Hence the length of the arc of the cycloid from § =o to = is,

f" f" .0 4o 0}"
ds =4a sin— - = — 4acos -| = 4a.
0 ) 2 2 2 .

go. The equation (x — a)? + 4 = a?, represents a circle of
radius e, with origin at the left extremity of a horizontal diam-
eter. Find the area of a quadrant of this circle. See Ex. 24.

a 2
f V2 ax — &% . dx=1r4i-
0

41. What is the area above the x-axis included between the
curves 2 = 2 ax — &* and ¥’ = ax?

The circle (just considered) and the parabola touch at (o, o)
and cut at (a, a).

. a 2
Area:f(\/zax—xz—\/ax)dx=%—gcﬂ.
0

" 42. A woodman cuts to the center of a vertical tree trunk,
2 feet in diameter. The lower face of the cut is horizontal,
the upper face is inclined 45° to the horizontal. What is the
volume of the wood removed? Use (1), Art. 81.

Ans. % cu. ft.
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Trigonometric Formulas.

. sin 6
sin? @ + cos?f = 1; tan 6 = ; sec § = —
os 6 cos 6
sec’f = 14 tan®6;
cos 6 i
cosec’f = 1 + cot?8; cot 0= ——; cosec §= ‘1 .
no sin 6

sin (e 4+ () = sin « cos B + cos a sin B.
cos (o = B) = cosa cos B F sin a sin S.

fan (o + ) — tan « + tan 3 )
1:|:tanatan18

sin 4 4 sin B=2sin { (4 + B) cos § (4 — B).

sin 4 —sin B= 2cosi (4 + B) sin ¥ (4 — B).

cos A + cos B=2cos% (4 + B) cos ¥ (4 — B).

cos A —cos B= — 2sin 4 (4 4+ B) sin } (4 — B).
cos 2 @ =cos?0 —sin?f =2 ¢os?0 — 1 =1 — 2 sin? 4.
. . tan 6
sin 26 = 2 sin 6 cos 0 tan 20— 207

1 — tan? 6

2sin24 =1 —cosf; 2cos?t =1+ cosb.

— cos 0 sin 6 1 —cosf
It+cos® 1+cosb s

tan ~0— i\/

sin (— 6) = — sinf; cos ( — 0) = cos 0; tan (— f)= —tan 6.

sin (7 — 6) = sin 0; sin (7w + 6) = — sin 6.
cos (w — 0) = — cos 0; cos (7w + 6) = — cos 6.
tan (= — ) = —tan 0;’ tan (v + 6) =tan 6. 4

sin (w/2 — 6) = cos 0; sin (w/2 + 6) = cos 6.
cos (m/2 — ) = sin 6; cos (w/2 + ) = — sin 6.

tan (w/2 — ) = cot 0; tan (/2 4+ 6) = — cot 6.
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