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ABSTRACT 

Cancer is a multifactorial complicated illness that is caused by numerous gene 

mutations or dysregulation of gene interactions. This study, on the other hand, 

proposes a unique method to cancer categorization. A large dataset of tumors has been 

taken and use the Naive Bayes classifier to categorize them. The Class Topper 

Optimization method is used to extract the features. The CTO algorithm is a novel 

artificial intelligence technology that is rapidly converging. The suggested method is 

straightforward, less complicated, accurate, and has a low error rate, which is critical 

in cancer classification. The accuracy, precision, error rate, and classification efficacy 

of the suggested method are shown. The results are also compared to the KNN 

classifier, which has been used by numerous researchers in the past to classify cancer. 

Experiments on a variety of datasets revealed that our innovative technique was both 

reliable and effective. The results demonstrate that the proposed method is both quick 

and accurate, making it an excellent choice for real-world cancer diagnosis. Cancer 

has long been a major danger to human health and well-being, having posed the 

greatest challenge in the history of human illness. Cancer's high death rate is primarily 

owing to the disease's complexity and the wide range of clinical outcomes. Because 

cancer survival prediction has become a major focus of cancer research, it will be 

important to increase the accuracy of this prediction. Many models have been 

suggested at the moment, however most of them simply use single genetic data or 

clinical data to construct prediction models for cancer survival. There is a lot of 

emphasis in present survival studies on determining whether or not a patient will 

survive five years. The personal issue of how long a lung cancer patient will survive 

remains unanswered. The goal of this research is to estimate the overall survival time 

with  

lung cancer. Two machine learning challenges are derived from a single customized 

query. To begin with, determining whether a patient will survive for more than five 

years is a simple binary question. The second step is to develop a five-year survival 

model using regression analysis. When asked to forecast how long a lung cancer 

patient would survive within five years, our models are accurate to within a month of 

the mean absolute error (MAE). Lung tumors have been linked to a number of 

biomarker genes. As a part of our investigation into lung cancer prognosis, we 
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integrated a feature selection method with a classification system. Using feature 

selection approaches to minimize the number of features, we believe that most 

classification systems may be improved. There are certain factors that have a greater 

impact on the categorization algorithms than others. The findings of our tests using a 

well-known classification technique, namely naive Bayes, SSA, have been provided. 

As a result, naïve Bayes provided superior output without SSA, but SSA enhanced 

performance. New algorithms and feature selection strategies will be tested in the 

future as part of this research. Our experiments will include both cluster and ensemble 

methods. 

Keywords: Lung Cancer, Machine Learning, Cancer prediction, Electronic nose, 

Accuracy, Cancer classification, Cancer detection, Heuristic Class Topper 

Optimization (HCTO), Naïve Bayes, precision, Recall, Squirrel search algorithm 
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CHAPTER 1 

INTRODUCTION 

 

Cancer is the preeminent.reason.of.mortality.in the modern world, with lung tumour 

being among the top 3 largest deadly diseases. Oncologists would be able to confirm 

changes in tumour size more easily if liver tumours were segmented. This 

information may then be used to assess the patient's reaction to therapy and, if 

required, make adjustments to the medical device [1]. Categorization of images in 

medical field is the utmost considerations in ample scope of applications. Because 

medical picture data has a lot of variation, it's important to apply the right 

categorization methods.  

The computer tomography modality is used in clinical diagnosis and aids 

radiologists. Different tissues may be differentiated in CT images based on grey 

levels, which provide information that aids medical diagnosis. In many industrialised 

nations, cancer is a largest reason of death from illness. In medical practise, cancer 

categorization is based on clinical and histological facts, which might lead to 

inaccurate or misleading findings.  

The human liver is located in the upper abdomen and is responsible for digestion 

and the elimination of waste materials from the circulation [2]. The presence of 

excess waste cells in the liver might result in a mass of tissue known as a growth or 

tumour. Cancers are classified as benign or malignant. Doctors remove benign 

tumours since they are not malignant.  

Benign tumours, in the vast majority of cases, do not recur after they have been 

removed. Haemangiomas are tumours made up of masses of twisted and clogged 

blood vessels that are benign [3]. Cancer is defined as malignant tumours. The 

majority of primary liver tumours start in hepatocytes, which are liver cells. 

Hepatocellular carcinoma, often known as malignant hematoma, is a form of cancer 

that affects the liver. PAT scan, Ultrasonography (US), magnetic resonance imaging 

(MRI) and computed tomography (CT), are the most frequent medical picturing 

procedures for early identification and diagnosis of liver tumours (MRI) [4-7].  

Because a CT scan allows a clinician to confirm the presence of a tumour as well 

as quantify its size, precise position, and amount of tumour interaction with other 

surrounding tissue, it is the most widely used and recommended tool for detecting 
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many different types of malignancies, including colon cancer. CT scans can be used 

to guide biopsies and other minimally invasive operations, as well as schedule and 

deliver radiation treatments for malignancies.  

Smoothing a picture is necessary for feature extraction and categorization in 

image processing [8-10]. As a result, in biomedical image processing, a precise 

filtering approach is a must. To achieve good performance, a suitable denoising 

method for liver tumour images is required. Using a suitable segmentation technique, 

the undesirable portions of the liver pictures may be removed. After preprocessing 

and segmentation [188], feature extraction comes next, followed by feature selection.  

When they've been chosen, they'll go through the categorization procedure. The 

difficulty of selecting the best de-noising, segmentation, feature selection, and 

prediction algorithm for the classification of liver tumour pictures is still a major 

research challenge [11-14]. 

 

1.1 Dedicated systems can be solved using Soft Computing methods: Because of 

its structures, such as nonlinear programming, intelligent control, decision making 

support, optimization, and soft computing, a researcher can combine genetic 

algorithms and evolutionary algorithms, fuzzy systems and fuzzy set theory, chaotic 

systems and chaotic theory, and neural science and neural net systems. Soft 

computing has grown in popularity as a result of current technological advancements 

and the diverse backgrounds of researchers. Its use spans a variety of scientific and 

technical areas [15-16]. 

1.1.1 Soft computing is a new approach for calculating the human mind's substantial 

ability to learn environmental unpredictability, limited truth, and imprecision while 

maintaining tameness, resilience, and cheap output costs. Soft Computing 

technologies are affected by nature and aid in the conversion of information from 

natural systems to a computer system. It implies to a mixture of artificial intelligence, 

computer science, and ML techniques used in engineering areas such as spacecraft, 

aircraft, heating and cooling, mobile robots, communication 2 networks, converters 

and inverters, power electronics, electric power systems, and motion control, among 

others [17-20]. 

1.1.2 Probabilistic Approach or Probabilistic Reasoning is one of the fundamental 

soft computing methods (PR). This method proposes several probabilistic models for 

assessing evidence and inferring solutions based on probability theory. Probabilistic 
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Models enable the system to assess randomised, probabilistic, and dynamic variables 

in real-world issues. Fuzzy logic was created to imitate the nature of human thought 

in order to do real-time data calculations with less complexity.  

To increase the efficiency of the Genetic Algorithm (GA), Fuzzy Logic methods 

employ evolutionary computation techniques to produce Fuzzy Logic Controller 

(FLC). Neuron Fuzzy Controller (NFC) is a Fuzzy Logic Controller that uses Neural 

Networks as one of the greatest tuning tools. Experimental findings show that NFC 

outperforms FLC in terms of performance. One of the most fundamental ways among 

SC techniques is Neural Networks (NNs) [21-22].  

Adaptation, parallel processing, and learning are all capabilities of Neural 

Networks. Human interaction, adaptability, and knowledge representation are all 

missing from these NNs. Recurrent Neural Networks and Feed onward Neural 

Networks are the two types of networks based on their structure [21-22]. One of the 

most fundamental SC algorithms using a randomised search pattern is Evolutionary 

Computing (EC). The primary streams of EC are Evolutionary Algorithms (EA), 

Evolutionary Programming (EP), Genetic Algorithms (GA), and Genetic 

Programming (GP).  

Each EP approach operates in a similar way, employing different processes to 

identify similarity and random changes in a trial population in order to pick an ideal 

solution that is more adaptable for future generation tests [23-24]. The techniques 

which are inspired from biology are known as soft computing methodologies such as 

evolution, particle swarming, ant behaviour, and human nerve systems, among others.  

Soft computing is now the only way to solve issues (i.e., algorithms) when no 

mathematical modelling is available, discover a solution to an unresolved problem in 

real time, adapt to diverse conditions, and execute with comparable computing [25].  

 

1.2. Bioinformatics: Bioinformatics is a field of biology concerned with storage, 

gathering of data, and statistical analysis of nucleic acid and gene sequence data. To 

deal with the problem, expertise in bioinformatics software and computers are 

required. It's a link between several fields of knowledge, such as computer science, 

information engineering, mathematics, statistics, a mix of biology and bioinformatics, 

disciplines that can analyse data.  

In Bioinformatics, tools such as statistical and mathematical analysis are 

employed to analyse the data. Pipelines are frequently used in the field of genomics to 
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analyse and study computer programming in order to practise biology in 

bioinformatics. The discovery of single nucleotide polymorphisms (SNPs) and 

candidate genes are two common bioinformatics applications.  

Typically, such identifications are done to better understand the genetic origins 

of illness, adaptations of uniqueness, desirable features (such as species in 

agriculture), or demographic differences. Meanwhile, bioinformatics seeks to 

understand the principles of nucleic acid and protein sequences. Computational 

biology and bioinformatics are used to analyse RNA, protein, and DNA sequences in 

biological data. It needs enough sequence data to map the genes of challenging 

disorders like infertility, Alzheimer's, and breast cancer disease before it can start 

next-generation sequencing [26].  

Thousands of DNA variants have been identified, all of which are linked to 

similar illnesses and behaviours. The ability to use genes for diagnosis or therapy is 

one of the most important uses, and prognosis is one of the most important. Many 

research is looking at utilising genes to prognostic or forecast the existence of illness 

in a promising method. In genetics, gene expression is important because it observes 

the collection of traits of an individual that interact with their genotype environment. 

Exons are the parts of a gene that are supposed to be produced in mature mRNA, 

while introns are the intervening DNA regions between exons.  

Data from nucleotide sequences (protein coding) areas, DNA regions, and RNA 

coding regions between antigenic regions can be used to study the structure of genes. 

A gene is a piece of hereditary data that occupies a specific (locus) location on a 

chromosome (genetic code). In protein synthesis, genes play a crucial role. Alignment 

of Multiple Sequences Multiple Sequence Alignment (MSA) is a critical and widely 

used computational tool in bioinformatics, computational biology, and molecular 

biology for examining biological sequences.  

MSA is used to analyse protein secondary, tertiary, and tertiary structure, as 

well as protein function prediction and phylogeny reconstruction, wherever 

homologous sequences are found [27]. Natural correct and excellent alignments may 

deduce important meaning, connections, and homology among different sequences, as 

well as provide useful information. They are also used to identify members of protein 

families.  

MSA accuracy is one of the most essential aspects of bioinformatics 

procedures, and it is vital since many bioinformatics techniques and medical 
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techniques rely on MSA findings. Nucleotide (DNA or RNA) or amino acid 

sequences can be found in gene sequences (Proteins). When optimum alignment is 

used on gene sequences, the highest number of related or identical residues is 

extracted through changes in their DNA through time, all living creatures acquire 

certain common traits from their predecessors.  

These inherited traits, including as physical or behavioural features, or genetic 

(hereditary) illnesses, are discovered using comparable residues created following 

alignment: Pair-wise Sequence Alignment and Multiple Sequence Alignment are 2 

different kinds of equalization methods. In terms of delivering more accurate 

functional, structural, and evolutionary biology information, MSA continues to 

outperform PSA [28]. 

 

1.3 Soft Computing Techniques for Bioinformatics: Advances in soft computing 

techniques establish extraordinary ideals of tools, algorithms, and technology in 

bioinformatics for committed resolutions such as parallel genome sequencing, fast 

sequence comparison, and reliable, examine the efficient modelling, automated gene 

identification, storage of heterogeneous data, and databases, and so on.  

The primary challenges in bioinformatics include phylogenetic inference, protein 

structure prediction, multiple alignment, and other NP-hard tasks. Soft computing 

provides an advantageous technique for achieving efficient and dependable solutions 

to these issues. On the other hand, the quality of biotechnology is constantly 

improving, as evidenced by techniques like as microarray, which offer typical 

patterns for the undeviating classification of tissue activities, and bioinformatics 

provides favourable study opportunities. So, for a unified consideration of key 

processes in a systems biology, bioinformatics must transcend the boundary toward a 

massive integration of the characteristics and abilities at diverse vital concerns like 

statistics and computer science [29].  

Prediction from the structure of Protein, DNA, genomics, and Statistical data analysis 

from the gene expressions are only some of the activities that are involved in 

biological data analysis. Statistical approaches for data processing, such as regression 

and estimate, were formerly utilised in bioinformatics.  

It can manage data sets like complicated, ambiguous, and intrinsically huge in 

biology in a stable and computationally well-organized fashion utilising soft 

computing approaches in bioinformatics, thus fuzzy sets are utilised as a framework 
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for analysing them. The majority of bioinformatics jobs entail the optimization and 

search of many criteria (i.e equalization score, energy, and overlay strength), yet 

robust, near, and quick approximation solutions are available.  

PSO, SA, ACO, TS, and other soft computing searching algorithms were 

evaluated as important searching strategies for discovering vast and multi-layer 

output spaces. In the research of molecular biology, new data and models are 

produced every time, and old data and methodologies are replaced with new ones. 

Soft computing may easily be adapted to many situations. The designers have 

benefitted since the system does not need to be redesigned every time the 

environment changes. Meanwhile, because many problems have many competing 

objectives, soft computing multi-objective optimization techniques that are similar to 

more than one objective GA (genetic algorithms) appear to be common and perfect. 

Soft computing technologies may be reused to analyse biological data in order to 

excerpt richer and more expressive information and visions, either separately or in a 

hybridised fashion [30].  

Evolutionary Computing Techniques Among all SC methods, evolutionary 

algorithms play a major role in genetic-based investigations. To alert any 10 

hereditary or connected characteristics in gene sequences and to observe any severe 

changes, Evolutionary Computing (EC) algorithms take into consideration all people 

from each generation. After applying Evolutionary Computational methods to execute 

advance experiments, subsequent generations of the population will be sorted out 

depending on optimal values created. In the category of Evolutionary Computations, 

several algorithms are suggested. GA (Genetic Algorithms), particle swarm 

optimization (PSO), and differential evaluation (DE) are examples of population-

based stochastic search approaches that are appropriate for genetic studies. GA is 

mostly used to quantify various limitations in biological sequence evolution. 

Applying GA to gene data sequences to predict certain features will yield the optimal 

chromosomal sequences.  

The importance of PSO and DE algorithms in gene sequence analysis to predict 

some traits has been demonstrated. On a few data sets of gene expression relevant to 

breast cancer, the efficacy of PSO and DE methods were proven. Some excellent test 

routines to validate the obtained optimal results, the sphere, Ackley's, Beale's, and 

suggested hybrid functions were employed. Some values to categorise some set of 

gene sequences as diseased (breast cancer) and normal (non-diseased) sequences 
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using this population-based stochastic search methods and certain optimum test 

functions. In addition, to empirically confirm the results, optimal values of the 

proposed hybrid approach to those of other existing methods has been compared. 

 

1.4 Motivation: Tumour is one of the biggest life-threatening diseases among 

hereditary disorders. Cancer comes in various forms, the most common of which is 

breast cancer, which affects more women than men and can result in mortality as well 

as emotional and socioeconomic consequences. Cancer has an impact on both the 

body and the psyche. Because of early identification and government-supported 

research, the survival rate for breast cancer has improved dramatically, and the death 

rate has continuously decreased. Illness prediction is also a significant motivator that 

aids in disease prevention rather than cure. Another case study it may use as an 

example is the preservation of newly born stem cells, which are utilised to create 

immune cells in preparation for future health concerns. This research focuses to 

provide a framework for categorising cancer and non-cancer sequences by identifying 

structural similarities between gene sequences and optimising outcomes using 

sophisticated soft computing techniques.  

This research may categorise a sequence based on the created ideal values or 

outcomes after using each approach, whether the sequence structure resembles or is 

close to cancer or healthy sequences. Using this as a fundamental method, there is the 

potential to apply a plethora of advances in the future to enhance the precision of the 

generated ideal outcome. This method can be used not just for cancer but also for 

other hereditary disorders.  

 

1.5 Objective:  The objectives of my research are: 

• To gain knowledge about various machine learning algorithms for Cancer Detection. 

• To Design a Classification model for cancer which minimize human error and making 

the process more accurate and hassle - free.  

• Design an efficient model which predicts Overall survival time in Lung cancer 

patients 

 

1.6 Organization of Thesis: This research is categorized into six sections. The first 

chapter covers the introduction and fundamental ideas of machine learning 

Techniques, Bioinformatics, Problem Domain, Motivation, and the present efforts' 
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objectives. It basically explains about what is the cancer, how it is starting and how it 

is growing. What all different types of cancers are and the patterns which effects the 

cancer. The current work's Literature Review is described in Chapter 2.  

By studying various papers, knowledge of the various machine learning 

algorithm has been obtained. The parameters used to achieve the accuracy has been 

studied and computational paradigm achieved through different machine learning 

algorithms has been considered carefully. The 3rd chapter discusses about various 

machine learning or artificial techniques being used for the detection of tumour. The 

4th chapter discusses the use of ML for cancer classification.  

In this, Research has been carried out on 4 types of cancer i.e breast cancer, liver 

cancer, bladder cancer and Kidney cancer. After collecting data-set it has been pre-

processed and features were extracted through hybrid Class topper optimization 

algorithm. During this process the dataset has been divided in the ratio of 80:20 for 

the training set and testing set. In the last step, cancer has been classified using Naïve 

bayes algorithm. Computational paradigm like accuracy and precision were 

considered. Chapter 5 discusses cancer prediction model for the lung cancer patients. 

In this paper, Features have been extracted through squirrel search algorithm. This 

work basically gives the idea whether the lung cancer patient would survive for 5 

years or not. This model also divided the dataset in the ratio of 80:20 for testing and 

training and gave the best accuracy. In the last chapter 6, conclusion and future scope 

has been defined.  
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CHAPTER 2 

REVIEW OF LITERATURE  

 

Data mining methods are used to excerpt biological information. Computer science, 

applied mathematics, artificial intelligence, informatics, statistics, biochemistry, and 

chemistry are all approaches used in computational biology and bioinformatics to 

tackle biological issues at the molecular level.  

The fundamental idea of many approaches is to use computational resources to 

address issues on scales far beyond human perception. Research in bioinformatics and 

computational biology frequently overlaps with systems biology research. 

Chromosome assembly, genetic exploration, genome position, structure of proteins 

alignment, protein structure prediction, protein-protein interactions, gene expression 

prediction, and evolutionary modelling are just a few examples of major research 

projects and endeavours in this field. Because of the large quantity of data involved in 

various study disciplines, data mining techniques appear to be a viable option.  

These approaches seek to reveal previously undiscovered information and 

correlations using data from a variety of sources, such as the findings of high 

throughput studies or health records. In the last few years, a variety of data sources 

have been available. DNA microarray studies, for example, create thousands of gene 

expression measurements and give a quick and easy approach to acquire large 

volumes of data. They are used to acquire information on gene expression changes 

from tissue and cell samples. Techniques based on gene expression profiles are more 

objective, accurate, and trustworthy than traditional tumour diagnostic methods, 

which are mostly dependent on the physical appearance of the tumour [30].  

To model gene and protein interactions and construct a knowledge base of 

biological processes, multiple data sources must be analysed. Microarray data 

analysis enables the identification of the most important genes for a specific illness, 

as well as groups of genes with similar patterns, under various experimental 

circumstances. The most frequently utilised techniques to address these challenges 

include feature selection, classification algorithms, and clustering algorithms. 

 

2.1 Overview of Data Mining Clustering and classification are two popular data 

mining techniques for uncovering hidden patterns. Classification is a crucial data 
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mining (machine learning) approach that may be used to predict data instance group 

membership. Classification is a type of supervised learning in which a technique is 

learned for predicting class instances from pre-labelled (classified) examples. 

 Neural networks and decision trees are the most common classification 

approaches. Clustering is a data mining technique for classifying abstract or physical 

items into groups. Clustering is an unsupervised learning technique that uses 

unlabelled data to discover natural groupings of occurrences. A cluster is a collection 

of related things. 

 The distance between any two things within the cluster is smaller than the 

distance between any two objects outside the cluster. A linked region of a 

multidimensional space with a relatively high item density. Clustering is a technique 

for separating a set of data (or objects) into a number of distinct subclasses known as 

clusters. 

 

2.2 Data Mining with Bioinformatics: Data mining, as defined by Hand, Mannila, 

and Smyth [31], is the study of large qualitative records to find earlier unknown, 

subconscious, complicated, and possibly relevant connections and summarize the data 

in fresh manners that are useful to the data owner, whereas Han [32] defines it as the 

extraction of interesting (previously unknown, implicit, non-trivial, and potentially 

useful) information or different patterns from the data. Bioinformatics is the use of 

computer science, molecular biology, mathematics, and artificial intelligence to find 

relevant information in big molecular biology databases.  

Because classification is such an important element of biology, classification 

algorithms play an important role in bioinformatics, where they typically use 

structural similarities to infer functional similarity. For both probabilistic and 

deterministic problems, a wide number of such approaches are utilised. New 

discoveries will rely heavily on data mining. Data mining aids pattern identification 

in large datasets with several persona characteristics and disorders, and it may also 

build disease onset prediction models based on a person's genomic profile.  

The feature selection from data mining approach has been proven to be effective 

in studies of the genome, where there are over 20,000 gene characteristics but only a 

limited number of data points. Even when there are one million persons in the data, 

tiny data points may still be a problem when just a few groups of people have 
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comparable conditions. The potential of genomic research is inextricably linked to 

data mining. 

 

2.3 Machine Learning: The field of machine learning arose from the effort to create 

artificial intelligence. Its fundamental goal is to make a machine that can learn and 

adapt to new knowledge. The perceptron model was created in 1957, therefore this 

field may be traced back to that year. The neurons in the human brain are used to 

simulate machine learning.  

This is what led to the creation of the neural network model in the late 1980s. 

Because of C4's capable package, the decision tree approach became highly popular 

in the 1980s and 1990s.SVMs (support vector machines) were first found in the mid-

1990s and are now widely utilised in industry. After 2001, there has been an increase 

in the use of logistic regression, an older statistical approach. Machine learning is the 

art and science of making computers work without being explicitly programmed. 

Machine learning has provided us with realistic voice recognition, self-driving 

vehicles, quick online searches, and a vastly enhanced understanding of the human 

genome in the previous decade. This is so pervasive now that you may unknowingly 

use it many times each day. The majority of the researchers participating believe it is 

a great method for advancing Artificial Intelligence to the human level. 

 

2.4. Bioinformatics The algorithmic element of the data mining process is machine 

learning, which is a computer programme that improves its performance at a task via 

knowledge or experience. 

• A learning system uses preliminary information to update the foundation for better 

performance on future data from the same source, and it conveys the new origin in an 

understandable symbolic form. 

• Learning denotes system alterations that are adaptive in the sense that they enable 

the system to do the same task or tasks selected from the same population more 

successfully the following time around Learning association rules. The most common 

and well-studied approach for identifying interesting connections between variables 

in big databases is association rule learning. It is defined as the process of finding 

strong rules found in databases.  

Learning using decision trees in statistics, information mining, and the field of 

machine learning, decision tree modelling employs a decision tree as a prediction 
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model to convert an item's observations into inferences about the item's desired value. 

Tree models are known by various names, including regression trees and 

classification trees. In these tree structures, leaves represent class labels, and branches 

represent feature combinations that result in class labels. The decision tree can be 

used to express decisions instead, the classification tree that results can be used as an 

input.  

Artificial neural networks: The neural network learning algorithm is an artificial 

neural network (ANN) learning method. It's a learning algorithm that's influenced by 

the form and functionality of biological neural networks. With a connectionist 

approach to computing, computations are regulated in terms of an interconnected 

network of artificial neurons processing input. Neural networks are nonlinear 

statistical data modelling techniques that have recently become popular.  

They are commonly used to describe complex relationships between intakes and 

outcomes, to identify trends in facts, or to record the mathematical framework of an 

unknown combined likelihood distribution between observable variables. They 

usually appear as networks of neurons that are interconnected that can compute 

values from inputs by passing data across the network. 

 Support Vector Machines (SVMs). Support vector machines, also referred to as 

SVMs, are a set of supervised learning algorithms for classification and regression. 

An SVM training method creates a model to predict whether a new example belongs 

to one of two types of categories given a collection of training instances, each of 

which is tagged as belonging to one of two kinds of categories. Support vector 

machines (also known as support vector networks) are supervised learning models 

with associated learning algorithms that examine data and recognise patterns, and are 

used for classification and regression analysis in machine learning. 

 The basic SVM takes a set of input data and predicts which of two possible 

classes will form the output for each input. Support vector machines, in addition to 

doing linear classification, may also effectively conduct non-linear classification by 

implicitly mapping their inputs into high-dimensional feature spaces. Group 

evaluation is the process of dividing a collection of data into segments (known as 

clusters) so that findings within the same group are analogous based on a 

predetermined criterion, whereas findings collected from other groups differ.  

Different methods for clustering produce various types of presumptions about the 

structure of the data, which are expressed by some type of similarity metric and then 



 

 

13 
 

assessed and divided across groups. Expected density and graph connectedness are 

used in several additional approaches. Clustering is an unsupervised learning process 

and a generic statistical data analysis tool.  

Cluster analysis is the process for arranging an assortment of items so that 

objects in the same group (designated as a cluster) are extremely similar to those in 

other groups (clusters). It is a key component of exploratory data mining, as well as a 

general statistical data analysis approach used in a variety of fields such as 

bioinformatics, algorithmic learning, recognition of patterns, information retrieval, 

and statistical analysis of images. 

 A directed acyclic graphical model known as a Bayesian network. It is also a 

graphical model of probability that relies on an acyclic graph with direction for 

displaying an ensemble of random factors and their dependent relationships. The 

probabilistic connections between symptoms and illnesses, for example, may be 

represented using a Bayesian network. This network might be used to calculate the 

chances of many illnesses arising from each symptom.  

There are efficient inference and learning methods available. Inductive logic 

programming (ILP) Inductive logic programming is a branch of machine learning that 

employs logic programming to represent hypotheses, prior information, and examples 

in a consistent manner. A logical database of facts is represented as an encoding of 

known prior information and a set of instances. The ILP system runs a fictitious logic 

programme that includes all positive instances but none of the negative ones. 

Bioinformatics and natural language processing are two areas where inductive logic 

programming comes in handy. 

Algorithm Types in Machine Learning 2.5 The desired output of a machine learning 

methods or the kind of intakes available at the time may be used to classify it into a 

taxonomy. Supervised learning produces a function capable of mapping inputs to 

desired outputs. In a categorization problem, for example, the learner appears at the 

function's  

input and output instances to estimate a function that translates a vector into classes. 

Clustering is an example of unsupervised learning.  

During training, the labels in this model are not known. Semi-supervised 

learning gathers unlabelled and labelled instances to produce a classifier. 

Transduction, also known as transudative inference, is a method of predicting new 

outputs on exact and fixed (test) instances using observable and precise (training) 
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data. Reinforcement learning teaches a person how to make a certain observation of 

the environment. 

 Each action has a minimal influence on the environment, and the environment 

provides feedback or responses in the form of incentives, which guides the learning 

process. Based on prior experiences, learning to learn generates its own inductive 

bias. By using autonomous self-exploration and supervisory processes including 

active learning, imitation, maturation, and motor synergies, developmental learning, 

also known as Robot learning, builds its own sequences of learning scenarios in order 

to collect repertoires of new abilities. One of the research's aims is to convert 

biological challenges into machine learning difficulties.  

Machine learning is an artificial intelligence area concerned with the 

development and study of data-learning systems. Machine learning is all about 

generalisation and visualisation. After being trained on a learning dataset, an 

algorithm's ability to work correctly on disguised and novel situations is referred to as 

generalisation. The visualisation of data instances and the evaluation of functions on 

these data instances are part of all machine learning procedures. The explosion of data 

in recent years, there has been an explosion of data in the field of biology. Thanks to 

modern techniques, whole genome sequencing is now achievable.  

The whole genetic code can now be mapped, sequenced, and analysed, from 

bacteria and viruses to humans. With the explosion in genomic data has come a 

massive increase in other biological data from the proteome, metabolome, 

transcriptome, combinatorial chemistry, and other sources. The magnitude of the 

resources necessary to produce data matches the level of the enthusiasm for its 

potential: hundreds of computers creating terabytes of data. 

 The most serious issue right now is data analysis, and computers are an 

important part for that. The technique of extracting information from big databases is 

known as data mining, or database knowledge discovery. Categorization, 

connections, and sequencing are the three forms of knowledge discovery outlined by 

Agrawal et al. 

 Attempts to categorise the data and divide it into classes, a categorization of the 

classes can then be used to anticipate the most recent unclassified data. Classes can be 

simple binary divisions (like "is an enzyme" or "is not an enzyme") or composite and 

highly valued hierarchies (like gene functional hierarchies). Associations are different 

patterns in data, frequently recurrent groupings of items that belong together.  
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When extracting patterns from DNA sequence motifs, sequences provide 

information about data in which time or some other type of ordering is essential. Due 

to the amount of data in today's databases, data mining by hand is impractical, thus 

machine learning techniques are commonly used. Machine learning is a method for 

creating or changing a system automatically using "training" data. The goal of 

machine learning is to make predictions based on the qualities acquired from the 

training data. Data mining (the analytical step of Knowledge Discovery in Databases) 

aims to identify previously unknown characteristics in data.  

Depending on the algorithm's desired output or the type of input available during 

the machine's training, machine learning algorithms are categorised into taxonomies. 

When a function is trained under supervision, it may map inputs to desired outputs 

(also called labels, because they are frequently provided by the human experts 

labelling the training examples). Clustering is a good example of unsupervised 

learning from a set of inputs. Because labels aren't essential, they aren't utilised. 

 

2.5 Neural Network-Based Cancer Classification: Despite the fact that many 

conventional cancer classification approaches are imprecise or incorrect in clinical 

practise. Microarray gene expression patterns can be used in molecular diagnostics to 

provide an objective, efficient, and accurate method to cancer classification.  

Hong Hee Won et al. [33] proposed using a set of network classifiers trained on 

negatively correlated characteristics to correctly diagnose cancer sickness and 

comprehensively test the proposed approach's performance on datasets. According to 

the findings, the assemble classifier with negatively correlated features has the best 

recognition rate on the datasets. Authors [34] proposed and evaluated cancer cell 

classification performance using unsupervised and supervised learning techniques.  

This research designed and implemented a single hidden layer FFNN with back 

propagation training for supervised learning. Non fuzzy, fuzzy, and c-means 

clustering techniques are used for unsupervised learning. The classification of various 

tumour types is critical for cancer diagnosis and drug development. On the other 

hand, most early cancer classification studies lacked diagnostic capability and were 

clinically based. Cancer classification based on gene expression data is well-known 

for holding the key to overcoming some of the most challenging issues in cancer 

diagnosis and treatment development[35].  
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Thousands of gene expressions may now be monitored at the same time thanks 

to a new DNA microarray technique. A thorough examination of the problem and the 

suggested solution is required to have a better grasp of the cancer categorization 

difficulty. This thesis provides a comprehensive analysis of several cancer 

classification approaches and evaluate them based on their classification accuracy, 

processing time, and ability to link physiologically significant gene information.  

Cancer research, which makes use of bioinformatics, is one of the most 

important study areas in the medical field. In terms of giving better medication and 

lowering patient toxicity, accurate tumour type prediction is more useful. To acquire a 

better grasp of the cancer classification problem, effective approaches based on 

comprehensive gene expression analysis have been planned. The quantity of gene 

expression has been shown to be a key to solving basic difficulties in biological 

growth mechanisms, disease prevention and cure, and drug discovery.  

Various machine learning and statistical classification techniques have been 

tried to classify cancer, but there are a number of challenges that make the process 

challenging. Data is One of the most significant recent developments in experimental 

molecular biology is microarray technology. This cutting-edge technique allows for 

the simultaneous monitoring of hundreds of genes' expression levels in cells, and it's 

increasingly being used in cancer research to better understand the molecular 

distinctions between tumours and allow for more precise categorization. cDNA 

microarrays were developed by the Brown and Botstein Laboratory at Stanford [36], 

and high-density oligonucleotide chips were manufactured by the Affymetrix 

company [37].  

In cDNA microarrays, which are also known as DNA microarrays, the probes 

are mechanically placed onto modified glass microscope slides by a robotic array 

[38]. For a more detailed description and comparison of the two systems' biology and 

technology, see [39]. Despite the fact that both the number of experiments and the 

number of genes per experiment are rapidly increasing, gene expression data from 

DNA microarrays is defined by many measured variables (genes) on just a few 

observations (experiments).  

For all talks and research on gene expression profiles in this thesis, the first 

way of data presentation is employed. Microarray studies face a variety of statistical 

challenges, including image processing, experimental design, cluster and discriminant 
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analysis, and multiple hypothesis testing [35]. The main aims of most microarray 

studies are class comparison, discovery, or prediction [38].  

A class comparison is used to determine if the expression profiles of distinct 

classes vary. If so, which genes differ in expression between the groups, i.e. gene 

identification. For example, which genes can be utilised to distinguish tumour 

samples from non-tumour ones [40]. Class discovery, for example, entails identifying 

subclusters or structure among specimens or genes in order to define previously 

undiscovered tumour subtypes. Class prediction is the process of predicting 

phenotypes from data from gene expression profiles. This includes classifying 

malignancies (tumour or non-tumour) or tumour samples into previously identified 

subtypes, as well as predicting patient outcomes such as which patients are more 

likely to experience severe drug toxicity [41] versus those who are not, or which 

breast cancer patients are more likely to relapse within five years of treatment versus 

those who are not.  

The focus of this thesis will be on class comparison and prediction. For these 

two objectives, the most successful supervised analysis approaches are those that use 

known class information [42]. In practise, feature selection techniques are employed 

to identify distinguishing genes, while classification algorithms are utilised to 

construct models from training data and predict the phenotype of blind test cases.  

Expression profiling of genes Expression microarray profiling is a high-

throughput method used in biotechnology and molecular biology to examine the gene 

expression patterns of thousands of genes at the same time [43]. A typical microarray 

chip is made up of thousands of tiny DNA oligonucleotides patches, each of which 

carries a little amount of a specific DNA sequence.  

Under the appropriate circumstances, this may be a short piece of a gene or 

another DNA fragment employed as a probe to hybridise a cDNA or cRNA sample. 

The hybridization is quantified and detected utilising fluorescence-based recognition 

of fluorophore-labelled targets to assess the relative amount of nucleic acid sequences 

in a sample. 

In the microarray technique, gene-specific probes represent hundreds of distinct 

genes. After the probes have been collected on an inert substrate, the gene expression 

levels in a target biologic sample are evaluated. 

RNA is extracted from the tissues of interest, labelled with a detectable marker 

(usually a fluorescent dye), and allowed to hybridise with the arrays. Samples of 
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messenger RNA (mRNA) hybridise with complementary gene-specific probes on an 

array. The fluorescence intensity of each gene-specific probe is utilised to quantify 

the gene's expression level, and pictures are generated using a confocal laser scan. 

 The higher the degree of expression, the stronger the signal. One of two 

approaches can be used to produce microarray data. In a two-colour array, two 

samples of RNA, each labelled with a different dye, are hybridised to the array at the 

same time. The query sample (for example, breast cancer tissue) is labelled with one 

dye, while the reference sample (for example, normal breast tissue) is labelled with a 

different dye; the two samples are mixed in an approximate 1:1 ratio depending on 

dye incorporation. In this scenario, the expression of the paired samples is compared 

and reported. For single-color arrays like the Gene Chip, each sample is labelled and 

incubated individually with an array.  

The quantity of expression of each gene is reported as a single fluorescence 

intensity that indicates an expected level of gene expression after any non-hybridized 

material in the sample is washed away. The data may be utilised in future research as 

expression values for each gene in each sample, regardless of the method or approach 

used. Every gene in each sample is examined, and the expression vectors from the 

many samples are merged into a single expression matrix.  

In the matrix, each row represents a gene and its expression levels across all 

samples, whereas each column represents a single sample and its estimated gene 

expression levels (the sample expression vector) (a gene expression vector). Coloured 

matrices are often used to depict expression matrices (usually, red or green, even 

though other combinations, such as blue or yellow, are also common). In a coloured 

matrix, the hue and intensity of a variation in gene expression represent the relative 

direction and magnitude of the change. 

Expression Data Pre-Processing Before being studied further, gene expression 

data, like much of the data provided to machine learning algorithms, must be pre-

processed. The characteristics of the experimental data are used to guide scale 

transformation, data normalisation, missing value management, replicate handling, 

and other common preparation operations [44].  

A gene acts as a feature or attribute, and a sample acts as an instance or data 

point, in a microarray dataset, which follows the conventional data format for data 

mining and machine learning. This data type is characterised by a large number of 

genes (usually tens of thousands) and a small number of samples (less than one 
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hundred). This one-of-a-kindness leads to one-of-a-kind issues in assessing 

microarray data (e.g., intricate data connections, high levels of noise, and a lack of 

biological absolute knowledge), which data mining algorithms must deal with [45].  

A huge number of microarray datasets have become publicly available in 

recent years as a result of increased growth in the bioinformatics business. The Array 

Express archive (http://www.ebi.ac.uk/microarrayas/ae/) has a massive quantity of 

publicly available microarray data. Although raw data (for a subset of the collection) 

can be downloaded, the datasets are all pre-processed and stored in MIAME and 

MINSEQE formats.  

One of the archive's best features is the ability to browse the whole collection 

or do searches based on experiment characteristics, submitter, species, and other 

parameters. In response to inquiries, the system receives summaries of trials as well 

as complete data. Other datasets can be downloaded from the author's or tool's 

websites as well (e.g., LibSVM software by [46], GEMS software by [47]).  

Categorization In microarray studies, particularly in cancer research, 

classification of biological samples using gene expression data is a key challenge. 

Traditional diagnostic techniques rely on a subjective assessment of the tissue 

sample's morphological appearance, which requires the presence of a visible 

phenotype and interpretation by a competent pathologist.  

In some cases, cell shape or cell-type distribution can help identify the class, 

but in many others, seemingly similar illnesses might have vastly divergent clinical 

outcomes. Diagnostic classifications include cancer vs. non-cancer, tumour subtypes, 

and treatment response prediction. The technique of determining the diagnostic 

category of a tissue sample based on its expression array phenotype and the 

availability of analogous data from tissues in specified categories is known as 

classification [48]. For the first time, the feasibility of cancer classification based only 

on gene expression monitoring is demonstrated in [49]. 

 

2.6 Overview of Tumour Classification Systems Shifting the focus of tumour 

classification from morphologic to molecular is becoming increasingly common. 

Gene expression profiles might provide more information than morphology and could 

be used to replace morphology-based tumour classification methods. Gene selection 

[50] includes searching for gene subsets that may differentiate tumour tissue from 
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normal tissue and may have either a clear biological relevance or a function in the 

tumorigenesis molecular mechanism.  

Gene selection is crucial in cancer classification based on gene expression. In 

compared to the amount of tissue samples, the number of genes involved in the 

creation of a discriminant rule is huge. Many genes can reduce the efficiency of the 

tumour categorization system while also raising the cost. Look at criteria and 

techniques for reducing the number of genes and choosing an optimal (or nearly 

optimal) subset of genes from a larger collection.  

Gene selection has several practical benefits over other techniques to reducing 

dimensionality, including its simplicity, predicted cost savings, and improved 

probability of being used in a clinical setting (e.g., principal components). According 

to the findings, a limited number of selected genes might be used as biomarkers for 

tumours after a preliminary evaluation of tumour categorization using microarrays. 

 

2.6.1 Tumour classification and definition: A tumour is an abnormal mass of tissue 

that has the ability to develop. It's a term for unregulated cell division and 

proliferation induced by alterations in cell DNA [50]. As a result of these changed 

extra cells using oxygen, nutrients, and taking up space from healthy cells, tumour 

tissue would grow. There are 2 kinds of tumours: benign and malignant [51]. 

Malignant (cancerous) tumours include: Cells in malignant tumours that break free 

and travel via the circulation or lymphatic system can infiltrate neighbouring tissues 

and cause new malignancies in other parts of the body. The spread of dangerous cells 

from one part of the body to another is known as metastasis, and it is a primary cause 

of cancer death.  

The primary tumour is where the cells originally spread, whereas the secondary 

or metastatic tumour is the affected place nearby. Physical excision of malignant 

tumours is followed by radiation and chemotherapy to destroy any non-spotted 

remaining malignant cells, or chemotherapy alone if surgical removal is difficult, 

especially in late stages. Benign (non-cancerous) tumours include: Benign tumour 

cells do not continue to grow forever, infiltrate surrounding tissue, or spread to other 

parts of the body (i.e. metastasise). These can frequently be reduced in size or 

completely removed without recurrence, and there is usually little risk of death if they 

are not removed. In essence, there are as many different types of tumours as there are 
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different types of human cells, with somewhat more than 200 variations, some of 

which are quite common and others of which are extremely uncommon [52].  

Almost all tumours are named after the organ or cell type that gave birth to them. 

Lung tumours, for example, are recognised as lung tumours, but melanoma is 

characterised as a cancer that starts in skin cells called melanocytes. Authors [53] 

reported a light reflection analysis of genomic data-based microarray gene expression 

classification method.  

In the first phase of this proposed technique, which encompassed two stages, two 

filter algorithms selected significant expression genes from hundreds of genes. 

During the second stage, the recommended technique was applied to selected gene 

subsets as extra input variables. The method combined Logistic Regression (LR) with 

Evolutionary Generalized Radial Basis Function (EGRBF) [54] neural networks, both 

of which have previously been shown to be very accurate in predicting high-

dimensional patterns. Finally, nonparametric statistical tests were employed to 

compare the results, indicating a high synergy between the EGRBF and LR models 

[55].  

The authors [56] described a method for efficiently analysing huge volumes of 

data from DNA microarray gene expression patterns. This development method was 

identified based on variations in DNA microarray gene expression patterns inside the 

same organism by simultaneously measuring the expression of hundreds of genes. 

Finally, to focus on cancer gene classification, the distribution probability of codes 

was used. According to the authors [57], microarray analysis, often known as gene 

expression profiling, is a technique for analysing thousands of genes in a single 

sample.  

Micro array [58] analysis created difficulties in a variety of fields by giving 

massive volumes of data that could be analysed to obtain useful information. In this 

study, gene samples were taken from biopsy samples taken from colon cancer 

patients. They devised a method for identifying artefact states and differentiating 

malignant from non-malignant genes based on learning vector quantization. Finally, 

utilising DNA microarray [59] gene expression patterns from the same organism, an 

organism was found.  

A wide range of approaches for functional genomics research have emerged as a 

result of biotechnological developments in the twentieth century. Microarray 

technology is a relatively new development that has offered snapshots of which genes 
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are expressed in cells from various tissues and diseases [60]. Technology for getting 

accurate microarray data is continually improving and developing in order to meet the 

demands of biological researchers. "Stable feature selection and classification 

techniques for multiclass microarray data," by Taha et. al, was submitted. Scientists 

discovered in a recent study that gene expression patterns may be utilised as a feasible 

alternative for predicting outcomes. When utilising DNA microarrays for 

classification, the size of the produced data sets is a major concern [61]. The 

researchers created a multiclass gene selection approach based on Partial Least 

Squares to identify the genes for classification (PLS). The novel notion is to solve the 

multiclass selection problem using partial least squares and divide it into two 

subproblems: one versus one (OvO) and one versus rest (OvR) [62].  

The objective of this research was to figure out how to properly identify 

informative genes. As a consequence, a novel approach for identifying a small 

number of key genes has been developed. The method allows for the development of 

a more reliable classifier with reduced classifier error. At the same time, this strategy 

produces more stable sorted feature lists than previous approaches [63].  

Alok Sharma and Kuldip K. Paliwal proposed a Gene Selection Algorithm Using 

Bayesian Classification Approach. In this paper, they introduced a gene (or feature) 

selection method based on the Bayes classification methodology [64]. This approach 

can discover important gene subsets for the cancer classification 80 problem. The 

recommended technique begins with an empty feature subset and then adds a feature 

that provides the greatest information to the current subset.  

The process of integrating features are completed when no feature may add 

information to the existing subset. The Bayes classifier is used to determine whether 

or not a set of attributes is beneficial. It is said to be the most accurate classifier [65-

68]. The proposed method has been put to the test on a variety of publicly accessible 

microarray datasets, with promising results.  

To obtain the gene subset, forward selection is utilised. The proposed technique 

has proved to be highly promising in terms of classification performance on three 

DNA microarray gene expression datasets. The authors proposed a unique concept 

dubbed " Microarray Gene Expression for Cancer Classification by Using Fast 

Extreme Learning Machine with ANP"[69-72]. DNA microarrays have shown to be 

an effective tool for cancer diagnosis and study in molecular biology. The Extreme 
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Learning Machine (ELM) is a unique learning algorithm that is used to increase the 

accuracy of the system's outputs in this current study.  

This method avoids the issues that iterative learning systems are known for, such 

as inadequate learning rate, local minima, and overfitting, while also completing 

training quickly. The ELM's performance is improved by the Analytic Network 

Process (ANP). This method was predicted using the Lymphoma data set. The 

proposed strategy delivers greater classification accuracy while requiring less training 

time and effort than previous techniques [73-76].  

New research named "A Hybrid Data Mining Technique for Improving the 

Classification Accuracy of Microarray Data Set" has been published. Multilayer 

Perceptron Networks, Hybrid feature selection techniques [77], and Partial Least 

Squares (PLS) methods were used to assess the performance of four different 

supervised classification algorithms in this study (MLP). The experiment's findings 

show that the PLS regression technique is a good feature selection method, and that 

combining various feature selection and classification methodologies can result in 

high-performing microarray data classification models. 

2.6.2 Microarray Tumour Classification Challenges: In the past, the statistics, 

database research, and machine learning groups have all worked on the classification 

problem. However, due of the particular nature of the problem, gene classification, as 

a relatively young field of study, poses significant challenges. Here, go through some 

of the concerns in further depth. The first problem stems from the peculiar nature of 

the gene expression data collection that is currently accessible.  

However, the successful use of DNA microarrays [78-80] and high-density 

oligonucleotides has enabled the monitoring of thousands of gene expressions 

possible in a timely and cost-effective manner. The bulk of these data sets, such as the 

Colon tissue samples and the Leukaemia data collection, have small sample sizes. 

The attribute space, or number of genes, in the data is enormous.  

There are tens of thousands to hundreds of thousands of genes in each tuple. 

When the samples are mapped to attribute space points, they might appear as 

exceedingly sparse points in a high-dimensional space. The majority of existing 

categorization algorithms were not designed to deal with this sort of data. In such a 

condition of sparseness and high dimensionality, all classification methods face 

substantial challenges [81-83]. 
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 Furthermore, because the tuple contains so many genes, calculation time will be 

a big issue. As a result, developing an efficient and effective cancer categorization 

system is a tough endeavour. The second stumbling block is the data set's inherent 

noise. The two forms of noise are technical and biological noise. Biological noise is 

the noise introduced by genes that don't have a role in cancer categorization [84-86]. 

In truth, the great majority of genes have little to do with cancer types. 

 Technical noise is associated with various stages of data processing, whereas 

biological noise is associated with biological processes. When noise is present, paired 

with a small sample size, data classification becomes exceedingly difficult. Dealing 

with a large number of irrelevant features is the third challenge (genes). Although 

irrelevant features may be identified in nearly all types of data sets previously 

investigated, the proportion of irrelevant to relevant attributes in gene expression data 

is much lower [87-90]. 

 In most gene expression data sets, the number of relevant genes accounts for a 

tiny portion of the total number of genes. The vast majority of the genes are unrelated 

to cancer in any way. The presence of these irrelevant genes obstructs those key traits' 

capacity to distinguish. This not only raises the classification difficulty but also adds 

more processing time to the classifier's testing and training stages. One method to 

deal with this is to include a gene selection process that selects a set of relevant genes. 

Following that, cancer classifiers may be built using these chosen genes. Another 

method is to incorporate the identification of important genes into the training phase 

of the classifier [91-94].  

It is a difficult task to classify cancer efficiently and effectively using any 

approach, demanding more research. The cancer classification application sector 

poses the fourth challenge. Although precision is crucial in cancer classification, it is 

not the primary goal. Another essential criterion is biological relevance, because any 

biological data gathered during the operation might aid gene function research and 

other biological studies.  

The geography of diseased cells or tissues, or the identification of genes that 

function as a cluster in defining malignant cells or tissues, are two instances of 

important knowledge obtained through the classification process. All of information 

would aid biologists in learning more about genes and their interactions. As a result, 

biologists are particularly interested in classifiers that can give high classification 

accuracy while also revealing crucial biological data [95-97].  
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83 Microarray study presents a distinct set of data mining challenges. In the web 

or financial industries, unique data mining applications comprise a large number of 

records (thousands or even millions), but only a few fields (nearly several hundred). 

In contrast, a typical microarray data analysis study may only operate with a few 

hundred records. Because collecting microarray samples is challenging, the number 

of samples in many fascinating scenarios is likely to remain small [98-100].  

However, with so many fields compared to so few data, there's a strong 

possibility you'll find "false positives" by accident - both in terms of finding 

differentially expressed genes and constructing predictive models. 

 

2.7. Breast anatomy: If you want to understand why studies on breast cancer are so 

important, you need to have a basic understanding of how breasts work and some of 

the diseases that affect them. When cells divide abnormally, a malignant neoplasia is 

formed. A special kind of radiography called mammography uses radiation doses at 

certain intervals to obtain breast pictures with the goal of detecting abnormalities that 

may signal an illness, such as breast cancer [101-103].  

When it comes to mammary diseases, it is critical that they be discovered as 

early as possible. Detection of breast cancer instances has increased as a result of 

developments in imaging technology. A good prognosis may be determined by early 

detection of abnormalities using mammography in this case [104]. During the foetal 

phase, the epidermis creates a depression where the mammary gland is located, 

resulting in a mammary pit. The top ventral part of the trunk has the mammary glands 

visible on the left and right sides. Although both men and women have breasts, the 

mammary glands are more developed in women, save in rare cases involving 

hormonal imbalances [105].  

Nips are little conical protrusions that sit on top of dusky tanned skin contain 

enormous sebaceous cells, which is generally imperceptible to human eye. From 

second rib above to the sixth rib below, the female breast's base is nearly spherical. 

Both medically and laterally, it touches the mid-auxiliary line on the lateral edge of 

the sternum's body [106-107]. 

The female breasts, as well as the nipples and areolas, often expand throughout 

puberty in tandem with glandular growth and fat deposition. Genetic, ethnic, and 

nutritional variables all have a role in breast size and form. The hue of the areola 

darkens during pregnancy and remains dark afterwards. While its hue fades once 
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nursing ends, it never completely disappears from the human body. Fatty tissue fills 

the spaces between lobes of the breast, which are made of calls tissue, fibrous cell, 

and connective cells [108-109]. The parenchyma of the mammary gland is composed 

of 15 to 20 lobes of glandular tissue.  

They are made up of lobules joined by areolar tissue, blood arteries, and ducts 

and give the breast its distinctive form thanks to a substantial quantity of fat inside 

them. Lactiferous ducts open on the nipple of each lobule, which drains each lobule 

individually. While breastfeeding, milk collects in the lactiferous sinus of each duct 

just below the areola. A minor portion of the lactiferous ducts is made up of alveoli 

that enter into the tiniest branches [110-112]. The hormones progesterone and 

estrogens are responsible for a wide range of breast tissue changes throughout the 

menstrual cycle and pregnancy. When a lady is not expecting or breastfeeding, alveoli 

are quite tiny and firm, but at the time of pregnancy they expand and the cells 

multiply rapidly [113].  

However, mammary glands are ready to secrete milk since mid-pregnancy, the 

milk is only produced after birth. To rid the alveolus of fatty degeneration, 

colostrums, the first milk, is given to the infant. Breasts develop larger and more 

pendulous in women who have given birth more than twice, whereas in older women, 

they tend to shrink due to the loss of fat. However, women who are in young age, the 

cooper's ligaments generally support and maintain the breasts' original position [114-

117].  

The gland's lobes are held together by ligaments found in the top section of the 

gland. People across the globe are affected by cancer. In 1900, cancer was believed a 

condition that could not be cured, and research in this field started. When cells 

expand and replicate uncontrolled, they form a tumour or neoplasm, much like other 

types of malignancies [118-121]. Tumours may be benign if the cancerous cells don't 

move to other areas of the body, or they can be malignant if the cancerous cells 

spread to other parts of the body through the bloodstream or lymphatic system, a 

process known as metastasis.  

Although their fat deposition and mammary gland growth are different, both the 

lobules and alveoli that form the breasts of infants and toddlers are comparable. When 

a woman reaches adulthood, her breasts take on their mature look thanks to the 

hormones progesterone and prolactin, which are responsible for driving the latter 

stages of her development. Estrogen levels rise throughout pregnancy. The breast 
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gland ducts expand and branch as a result of this process, resulting in the 

accumulation of extra adipose tissue. 

 

2.8. Pathologies of the breast: Pubertal girls are more likely than any other age group 

to develop fibroadenomas, which fall into three categories: common, enormous, and 

juvenile. A proliferation of glandular and stromal materials, well-defined boundaries, 

and hard, rubbery, freely moving, solid breast masses are all characteristics of these 

tumours. Fibroadenomas do not cause pain or soreness, and their size does not 

fluctuate with the menstrual cycle [122-125].  

Adolescent girls and women in their early twenties are the most often impacted 

demographics. Rapid development does occur on occasion, but it is much more 

common for it to be exceedingly sluggish [126-127]. It is common for large 

fibroangiomas to have a diameter of exceeding 5 centimetres, although the average is 

just 2.5 centimetres. Women should be aware that these cancers may recur (about 

20% recur), thus they should undergo regular checkups [128-130]. 

 

2.8.1. Dysplastic breast tissue: Ferocystic changes (FCC), fibrous mastopathy, or 

fibroadenosis cystic (FCC) are other names for mammary dysplasia. In actuality, 

these changes are not indicative of an illness and do not need further investigation. 

Pathologists classify it as a benign breast change characterised by cystic dilatation of 

intralobular glands and either stromal fibrosis or neither 131].  

This lesion's age ranges from 20 to 50 years. Breast fluid retention and 

development into nodules or cysts, which resemble lumps when felt, are often linked 

to cyclic fluctuations in ovarian hormone levels in women going through ovulation 

and the weeks preceding menstruation. When the breasts are at this stage, they have a 

texture comparable to that of the premenstrual stage. A rise in the volume and density 

of the breasts, excessive modularity, quick change and fluctuation in cystic area size, 

increased discomfort, as well as spontaneous nipple discharge are all symptoms of 

fibrocystic alterations in the breast tissue. It might be one-sided, bilateral, or just 

affect a portion of the breast [132-133]. 

2.8.2. Mastitis and breast abscess Acute mastitis and breast abscess, both of which 

are inflammations of the breast, are very uncommon. Often, these infections occur 

after childbirth or after a wound. Acute and chronic mastitis are the two forms of 
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mastitis. Neutrophil-rich granulocytes predominate in acute mastitis, which mostly 

affects nursing mothers.  

Reinfection or a relapsed infection may cause chronic mastitis; the first occurs 

irregularly and is often transferred by the infant, while the second indicates that the 

pathogen has not been eradicated. When mastitis is left untreated and there is milk 

retention, it may lead to a breast abscess. Ultrasonography of the breast and needle 

aspiration under local anaesthetic are two of the most often utilised diagnostic 

procedures for therapy [134-137]. 

2.8.3. Cancer and Breast Cancer: Cancer kills one out of every eight people on the 

planet. In affluent nations, Tumour is the 2nd largest cause of mortality, while in 

underdeveloped nations, it is the third largest cause. In 2009, the number of new cases 

of breast cancer in India has gradually climbed, reaching up to 100,000 per year. One 

in four fatalities in the United States is attributed to cancer; this is the second most 

common cause of mortality.  

The normal features of cells are fundamentally altered by a succession of 

molecular changes that lead to cancer. Control mechanisms that normally prevent 

cancer cells from growing and spreading to other tissues have been rendered 

ineffective. In the presence of signals that ordinarily limit cell development, these 

changed cells divide and proliferate, and so no particular signals are required to 

stimulate cell growth and division any longer. Changes in cell shape, a reduction in 

cell adhesion, and the development of novel enzymes are all features that these cells 

acquire as they get older [138-139].  

Present normal cells, which normally hinder the development of surrounding 

cells, these heritable modifications enable the cell to divide and thrive. Cells that have 

undergone these alterations are more likely to propagate and infect nearby tissues. 

Mutations in the genes that code for proteins that govern cell division are the most 

common cause of abnormalities in cancer cells. More and more genes get mutated 

throughout time.  

In many cases, this is due to a lack of DNA repair proteins since the genes that 

produce them are also altered, causing them to malfunction. Because of this, the 

number of mutant cells and their offspring begins to rise, leading to a cascade of more 

aberrant behaviour in the original cell. Other mutations may provide the aberrant cell 

a benefit that permits to proliferate significantly more quickly than perfect cells, 

resulting in the death of some of these altered cells. Most cancer cells are skilled to 
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proliferate at a much higher speed in comparison of normal cells because they have 

obtained activities that are normally suppressed in healthy cells [139,140]. To be 

called benign, these cells must maintain their original position, but if they become 

nosy they are cancerous. Tumour plasm from malignant tumours may transmit to rest 

structure of the body, where they can grow into new tumours.  

To begin with, cancer is a cellular illness. Cells divide and increase in response 

to the body's needs under normal circumstances. New cells are created and the body 

does not require it, and old plasms do not vanish as they should, disrupting this 

normally occurring process. Tumours are growths that are caused by an 

overabundance of these extra cells. Benign cancer is one form, while malignant 

cancer is another [140-141]. 

 

2.9. Different kinds of cancer 

2.9.1. Benign Tumours that are benign, or noncancerous, are called benign. They're 

normally easy to remove and don't grow back once they're removed. To put it another 

way, there is a very little risk of a benign tumour becoming life-threatening. 

2.9.2. Malignant Unlike benign tumours, malignant tumours may be cancerous. 

Unhealthy and erratic cell division is the norm. The cells assault the surrounding 

tissue vigorously. To create new tumours elsewhere in the body, they may also leave 

the malignant tumour and travel via the circulation. It is believed that only a small 

number of the viruses that infect people may cause cancer. A subclass of RNA 

viruses, DNA viruses and retroviruses are examples of this. 

2.9.3. Cancer stages: Tumours are categorised according to their Stage. Tumour stage 

refers to the microscopic appearance of the cells. There are several stages of cancer in 

our bodies [142-143]. 

 

2.10. Finding out what stage of cancer the patient has: The "stage" of cancer will be 

determined by your doctors after they have identified the sort of cancer you have. A 

measure of how far along it is in its development. The TNM is an example of a 

staging system, although there are many more. There are three components to a TNM 

score: tumour size, number of lymph nodes affected, and metastasis (the advancement 

of disease to other parts through lymphatic and/or circulatory systems). The 

likelihood of a successful therapy is higher when the cancer is at an earlier stage.  
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On the basis of how cancer cells appear under a microscope, several subtypes of 

breast cancer may be identified. Adenocarcinoma, a kind of carcinoma that originates 

in glandular tissue, is the most common form of breast cancer. Breast cancer can be 

prevented, but there is no proven method of doing so. When it comes to battling 

breast cancer, early diagnosis is essential. It is critical to the detection and treatment 

of breast cancer.  

Breast cancer is the major cause of cancer mortality among females, accounting 

for 23% of all cancer diagnoses and 14% of all cancer deaths worldwide. 

Economically developing nations are currently the major cause of cancer mortality 

for women. Approximately 700 women are diagnosed with breast cancer each year. 

For women aged 40 to 55, it is the second largest cause of mortality, according to 

American data. Breast cancer prognosis may be greatly improved if it is detected 

early enough. As a result, a number of jurisdictions have instituted screening 

procedures. Mammograms are generated in vast numbers by these programmes.  

Breast cancer is a kind of cancer that starts in the breast tissue [144-145]. 

Intelligently designed computer processing algorithms, programmes, and software 

may improve diagnostic information from medical imaging. There are two types of 

breast cancer lesions. Microcalcification in breast cells may appear in knots or 

patterns and be linked to extracellular activity. A cluster of microcalcifications is 

often more noticeable than a single microcalcification and may help diagnose breast 

cancer in its earliest stages. Three or more microcalcifications may be detected in a 

mammography region of 1 cm or more in these clusters. After cancer has been 

suspected, the ability to discern between benign and malignant microcalcification is 

essential [146-147]. 

 Because they resemble the normal breast parenchyma, masses are difficult to 

diagnose on mammograms in comparison of microcalcifications. Masses may have a 

variety of shapes and borders, ranging from tightly delimited to loosely spiculated. 

Detecting a tumour might be challenging, but the form and texture of the lump can 

indicate whether it is benign or cancerous. Consistently smooth and defined, benign 

lumps have round-like forms.  

In contrast, malignant tumours have uneven shapes and ill-defined borders. An 

irregular-shaped tumour has more chances to be malignant than a knot with a regular-

shaped mass, however this is not always the case. However, despite the wide variety 

of breast abnormalities, their border forms with the surrounding breast tissue may 
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help distinguish benign from malignant breast cancers. Using mammography or 

ultrasound, spiculations on the malignant tumour may be examined to differentiate 

between benign and malignant tumours.  

When breast cancer has spread into the surrounding tissue, it causes a stellate 

distortion called spiculation, and the presence of this feature is critical to identifying 

the tumour as malignant. Numerous effective approaches based on mammography or 

ultrasound are available for determining the difference between benign and malignant 

breast cancers based on spiculation degree. Breast cancer may be categorized into 

two: non-invasive/in situ and invasive/infiltrating, depending on where in the breast 

the cancer first appeared (glands, ducts, fat tissue, or connective tissue).  

Tumours that are still contained inside the epithelial layer are known as 

carcinoma, and they are the first stage of carcinoma (an invasive malignant tumour 

caused by damaged epithelial cells). Infiltrating cancer occurs when cells that 

originate in glands or ducts invade healthy tissue nearby. There are a multitude of 

ways this cancer may look. Breast cancers may be both ductal and lobular, depending 

on the position of the tumour in relation to the breast.  

When abnormal cells are detected on the surface of the breast milk duct, they are 

known as DCIS (ductal carcinoma in situ). In the surrounding breast tissue, the 

abnormal cells haven't made their way outside of the ducts. Treatment options for 

early-stage cancers such as ductal carcinoma in situ is excellent; nevertheless, if left 

untreated or missed, it may spread to the surrounding tissues and cause serious health 

problems. in situ refers to "in the original location" or "cancer" in the context of 

"carcinoma in 23 situ" (National breast cancer foundation).  

Nearly 80 percent of breast cancer cases are caused by infiltrating ductal 

carcinoma, which is the most common kind. On mammography, this form of 

malignant tumour often appears as an irregular lump. The milk glands and the 

terminal lobules are the places where lobular carcinoma originates. As the lobules 

grow, a consistent number of tiny but unusual cells populates the area.  

The lumen of the acini is usually obliterated by this procedure [148]. There is no 

way for these abnormal cells to get through the lobules' walls. Mammograms seldom 

reveal abnormalities associated with LCIS. To remove benign lesions, it is common 

to find it in biopsies that have been performed. Breast cancer is more likely to occur if 

you have LCIS. Careful follow-ups help the vast majority of patients.  
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Lobular carcinoma accounts for around 10% of breast cancer cases. Between 

DCIS and IDC, the differences are clear DCIS indicates that the cancer has not spread 

beyond the milk duct, while IDC indicates that the cancer has spread beyond the milk 

duct and into the surrounding tissue. To determine the most effective course of 

therapy, Doctors use cancer staging in conjunction with physical examinations and 

medical histories [149]. Metastization is the process by which cancer spreads to other 

regions of the body through the blood and lymphatic system.  

Approximately 1% to 4% of breast cancer is characterised by an aggressive 

tumour that has penetrated the dermal lymphatic. Breast inflammation is a common 

symptom of this kind of cancer. It indicates that the HER-2/neu gene and oestrogen, 

progesterone, and the three most frequent kinds of receptors known to drive most 

breast cancer development are absent from the malignancy.  

Breast cancer cells have tested negative for HER-2 (hormone epidermal growth 

factor receptor 2), oestrogen receptors (ER) and progesterone receptors (PR) (PR). 

Hormone therapy and medicines that target oestrogen, progesterone, and HER-2 are 

useless because the tumour cells lack the essential receptors. Chemotherapy is still an 

option for treating triple negative breast cancer. In fact, chemotherapeutic treatment 

for early-stage triple negative breast cancer may be even more effective than for other 

types of cancer [150-152]. 

 

2.11. Cancer risk: Cancer may strike anyone, but not all women are at the same level 

of risk. Women having genetic histories, genetic testing, exposures, and other 

variables are used to determine risk and propose breast screening and risk 

management measures. When a woman notices a change in the appearance or feel of 

her breast, she should immediately notify her doctor. 

 Mammograms are the primary screening tool for breast cancer in women. If 

you're concerned about your risk of breast cancer, you may utilise breast MRI to 

screen your patients. Breast ultrasound may be used to determine whether 

abnormalities are solid masses, or to check pregnant women at high risk for breast 

cancer who may not be able to undergo MRI or mammography. Biopsies and similar 

technologies are also used by experts to monitor changes in the breast or tumours 

found there. Do I have an increased chance of developing breast cancer? So, how do 

one know about finding out whether one have cancer of the breast?  
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The lifetime risk of breast cancer for those at very high risk is 30 percent or 

higher. There is an increased chance of breast cancer for intermediate-risk women, 

although they have a lifetime risk lower than 30%. Average-risk women with no 

family history, or specific genetic markers have a lifetime risk of breast cancer of 10-

13 percent (20-29 percent) dependent on these circumstances [153-156]. 

 

2.12. Other breast diseases: Even while general breast cancer screening tests are 

useful for research, most women will not benefit from them when it comes to early 

detection of the disease. 

2.12.1 Exam for discharge from the nipples: The fluid from a woman's nipple 

discharge may be examined under a microscope to discover whether there are any 

cancer cells present. Secretions are the most common cause of nipple discharge. 

Cancer is very uncommon if the discharge is milky or clear green [157-160].  

It's possible that cancer is to blame if the discharge is scarlet or red or brown in 

colour, indicating that it includes blood, but other possibilities include injury, 

infection, or benign tumour. A breast cancer cannot be ruled out even though no 

cancer cells are discovered in the nipple discharge. Even if a patient's nipple 

discharge does not contain cancer cells, a biopsy of the suspicious lump is required 

[161-162]. 

 

2.12.2. Aspiration of the nipple and ductal lavage: For women at high risk of breast 

cancer, ductal lavage has been developed as an experimental test. An accurate picture 

of the risk of breast cancer may be gained from this test, which does not screen for or 

diagnose the disease. A Doctor's office or an outpatient facility may perform a ductal 

lavage. The nipple region is numbed with an anaesthetic cream. The milk ducts' 

natural apertures may then be found by using gentle suction to bring a little quantity 

of fluid up to the nipple surface [163-166].  

A catheter is then placed into a duct's entrance with the use of a needle. To 

gently cleanse the duct and collect cells, saline (salt water) is carefully injected into 

the catheter. The cells in the ductal fluid are examined under a microscope in a 

laboratory after it is removed via a catheter. The procedure of ductal lavage is not 

recommended for women who are not at high risk for breast cancer.' No one knows 

whether this will ever be of any use. No studies have proven that the test can identify 
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cancer at an early stage. It's more useful as a way to assess a person's cancer risk than 

it is as a way to find out whether they have cancer [167-169].  

The usefulness of this test needs more investigation. In addition to looking for 

abnormal cells in the ducts, nipple aspiration is a simpler procedure since no 

instruments need to be put into the breast. Aspiration of the female nipple is carried 

out using tiny cups put on the breasts. Breast nipple fluid is brought to the surface of 

the breast by heating, gentle compression, and mild suction provided by the device. 

Analytical testing is then carried out on the nipple fluid. It is possible to utilise the 

technique as a test of cancer risk, however it should not be used as a screening test. 

No studies have proven that the test can identify cancer at an early stage [169-171]. 

 

2.12.3. Tests: Biopsy Mammograms, other imaging tests, and physical exams may all 

detect changes (or abnormalities) in the breast tissue that can indicate the presence of 

cancer. A biopsy is the only means to confirm or deny the presence of cancer in the 

body. There are many different kinds of pathologists, but the most common is named 

a pathologist because of their extensive training. The Doctor receives a report from 

the pathologist that includes a diagnosis for each sample [172-174]. This test's 

findings will be utilised to assist in the management of patient care. Fine needle 

aspiration biopsy, core (big needle) biopsy and surgical biopsy are all forms of 

biopsies [175-177]. Both have their advantages and disadvantages. There are a 

number of factors to consider when deciding which to utilise [177-180].  

As part of their evaluation, Doctors will look at the lesion's appearance, its size 

and location in relation to other breast lesions as well as the patient's medical history 

and personal preferences. A patient may want to explore the advantages and 

disadvantages of various biopsy methods with their Doctor. In order to identify breast 

cancer, regular mammograms are required [180-182].  

Mammography is the most prevalent screening procedure. A mammogram is an 

x-ray image of the breast that is used to diagnose breast cancer. Detection and 

sampling of non-palpable breast abnormalities, as well as the extent of breast 

tumours, both locally, regionally, and at distant locations are critical to breast cancer 

screening [182-184]. Imaging may also be used to assess a patient's reaction to 

treatment. As a result, imaging with various modalities is a critical and ongoing 

component for patients with breast cancer throughout the course of the illness, from 

the time of initial diagnosis to treatment. X-rays, also known as radiographs, are often 
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employed in the detection of cancer because they provide a two-dimensional 

representation of the area being examined [185].  

Chest radiographs are used to identify early cancers, or to check whether the 

disease has moved to the lungs or other parts of the chest, such as the lymph nodes 

[186]. Mammograms are used to identify breast illness in women with symptoms 

(such as a lump or nipple discharge) or abnormal results from a screening 

mammography (such as an increased risk of cancer). There are additional photos of 

the problematic region in a diagnostic mammography. In certain circumstances, a tiny 

region of aberrant breast tissue might be more easily evaluated using magnified 

pictures known as cone or spot views. As the name suggests, ultrasound uses high-

frequency sound waves that cannot be heard by the human ear to produce images of 

the inside of the body [187-189].  

Sonograms are images created by the echoes of sound waves. A transducer is 

smeared with gel and placed on the breast flesh using a portable tool called a 

transducer. Sound waves are emitted, and the echoes are picked up when they bounce 

off the tissues of the body. Black and white images of echoing sounds appear on a 

computer screen. No radiation or discomfort are involved in this procedure [190].  

If abnormalities are detected through a screening or diagnostic mammography or 

a physical exam, breast ultrasonography may be performed to further investigate 

them. It is not common practise to utilise breast ultrasonography for screening 

purposes. When screening high-risk women with thick breast tissue, several studies 

advocate using ultrasonography in conjunction with a mammography. Mammograms, 

on the other hand, may be replaced with ultrasounds [191-192]. 

 For certain categories of women, further research is required to determine 

whether ultrasonography should be included to regular screening mammography. 

Some breast lumps may be examined more closely using ultrasound, and this is the 

only technique to determine if a mass is a cyst without using an aspirator to remove 

fluid from it. A biopsy needle may be guided into a suspicious region of the breast 

with the use of breast ultrasonography. Currently, there is a 3-D automated entire 

breast ultrasound that can be utilised on the breast [193-194]. 

 It may now be used in conjunction with mammography, thanks to FDA 

approval. When using a portable transducer, the 3-D ultrasound is possible, but most 

typically, a bigger transducer is put over the whole breast and scanned automatically. 

In addition to mammography, ultrasound has become a vital tool since it is widely 
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accessible, non-invasive, and less expensive than other methods of detection. Even if 

this is less relevant with modern automated ultrasound equipment, an ultrasound's 

worth is still dependent on the operator's expertise and experience [195]. If you want 

to screen for breast cancer, don't rely only on ultrasounds since they may miss part of 

the disease that is detected by mammography.  

In terms of tumour detection, ultrasound is less sensitive than magnetic 

resonance imaging (MRI), but it is less expensive and more readily accessible. Soft 

tissues and fluid-filled cysts are particularly well suited to ultrasound imaging. 

Doctors may use it to evaluate how far cancers of the uterus, oesophagus, or rectum 

have migrated and if cancer has gone into blood vessels, notably the liver and 

pancreas [196-197].  

As a guidance for minimally invasive treatment of tumours including liver, 

prostate, and others, ultrasound is often used. To examine tumours that are difficult or 

impossible to see on a mammogram, ultrasonography is an essential tool. Ultrasound 

is sometimes used in conjunction with other medical imaging technologies. 

Mammographically occluded breast tumours may be detected and the extent of the 

illness can be determined using MRI. In addition to the rising use of MRI for breast 

cancer staging, MRI-guided needle localization and core needle biopsy procedures 

have been developed. Women with a high breast cancer risk might benefit from MRI 

screening as well [198-200]. 

 Instead of using x-rays, MRI scans use radio waves and powerful magnets. 

Depending on the kind of tissue in the body and the illnesses present, radio waves 

collect energy and then release it in specific patterns. When a pattern is sent into a 

computer, it may be rendered into a highly detailed picture. A contrast liquid called 

gadolinium is injected into a vein before to or during a breast MRI scans in order to 

enhance the clarity of the images. An MRI scan might take up to an hour to complete. 

In order to have a breast MRI, you must lay face down on a platform created 

specifically for the operation within a tiny tube. Without compressing the breasts, the 

platform provides holes for each of them. To get an MRI picture, the platform must 

include sensors that can collect the data required [201-203]. 

 During the scan, you must maintain complete stillness. Mammograms and MRIs 

may be used to screen women at high risk of breast cancer or to carefully investigate 

problematic regions detected by a mammogram, respectively. For women who have 

been diagnosed with breast cancer, an MRI may be performed to better identify the 
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disease's size and to screen for additional malignancies in the breast. In planning a 

breast cancer patient's surgery, it's not yet obvious how useful this information is 

[204]. 

 It's fairly uncommon for someone suspected of having breast cancer to have 

their opposite breast examined to make sure there aren't any cancers there, too. 

Mammograms are a vital part of the breast cancer detection process. Mammograms 

have the potential to minimise a woman's risk of dying from breast cancer. 

Mammograms have their own set of risks. Overdiagnosis is the greatest danger. 

Breast cancer that would not have been dangerous to a woman's health if she hadn't 

been detected is a common occurrence in this situation [205-207].  

A lady can't tell right now whether her cancer is going to spread or not. As a 

consequence, almost all women who are diagnosed with breast cancer get treatment 

[208]. An overdose of treatments such as surgery or chemotherapy or radiation might 

result in serious consequences. Another, more prevalent problem is that a 

mammography might falsely indicate the presence of breast cancer when none is 

present. A "false-positive" result is what it's termed when this occurs. There is a risk 

of unnecessary follow-up testing and treatments due to false positive findings. While 

some women aren't bothered by false-positive test results, others are. Mammograms 

become more important as it get older since the chance of acquiring invasive breast 

cancer rises with age. 

An imaging process for evaluation of the breast known as mammography provides 

information on breast shape, anatomy, and pathology [209-210].  

Additionally, it is utilised for the identification and diagnosis of cancerous breast 

lesions. A successful course of treatment for breast cancer depends heavily on its 

early identification. An X-ray process comparable to conventional X-rays, but with 

low dosages, great contrast and resolution, and minimal noise is achieved. Because 

the breast is very susceptible to ionising radiation, using the lowest radiation dosage 

possible while maintaining great picture quality is preferable [211].  

It is easier to detect fatty breasts using mammography, which is more sensitive 

and specific than dense breast. Women under the age of 30 had the most difficulty 

assessing dense breast tissue. To help with needle core biopsies and to pinpoint non-

palpable tumours, mammography is also used.  

Detecting abnormalities in screening mammograms requires a high level of sensitivity 

and accuracy, thus the breasts must be compressed uniformly to ensure picture 
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contrast. The prototype of Positron Emission Mammography (PEM) is designed to 

test the concept of PET technology in the detection of breast cancer and ganglion 

invasion. PET systems with fine-grain crystal segmentation may achieve greater 

spatial resolution than whole-body PET systems, and their coverage of the area under 

study is more precise, resulting in higher sensitivity [212-213].  

 Calcifications and masses are the two most common breast alterations seen by 

mammography [214]. Breast tissue calcifications, which appear as white dots on an 

image, are mineral deposits inside the breast tissue. Cancer may or may not be to 

blame. On a mammography, another major alteration is noticed in the form of a mass 

that may or may not have calcifications. In addition to cysts and solid tumours that do 

not harbour malignancy, masses might represent a variety of other conditions.  

Biopsies are normally required for any lump that isn't obviously a fluid-filled cyst (A 

biopsy is taking out a piece of tissue to see if cancer cells are in it). It's critical that 

you make prior mammograms accessible to the radiologist. Because they may 

indicate changes over time, they can assist determine whether or not a biopsy is 

necessary. Detecting breast and armpit cancer at a size of at least 2 mm with the PEM 

system will be critical for early diagnosis since it will improve resolution ten times 

that of present PET systems. When injected into a patient, a radioactive chemical 

(called a radioactive tag) reacts with malignant cells in the PEM system before being 

dispersed throughout the body via the patient's blood stream. Tumour cells, whose 

metabolism is greater than that of normal cells, take in more of this glucose-based 

liquid.  

 The liquid's radioactive isotope releases positrons (electron's anti-particle) that 

swiftly recombine with electrons, resulting in, among other things, two photons in the 

same direction and in the same line. They may be picked up by crystals that light up 

when they are struck by these photons (collision).  

These photons' pathways overlap, indicating the presence of malignant cells. 

PET imaging of cancer uses fluoro-2-deoxy-Dglucose (FDG) because cells with 

elevated metabolic demand absorb FDG more readily than normal tissue [174]. 

Primary breast cancer has become more accessible to be diagnosed because to the 

widespread usage and availability of FDG PET imaging (and particularly PET/CT) 

for whole-body evaluations in the assessment of the majority of cancers (including 

those in the breast).  
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 Particle emission mammography (PEM) is the preferred method for making 

the first diagnosis of breast cancer (PEM). However, despite its diagnostic accuracy, 

whole-body FDG PET has a lower sensitivity than other conventional diagnostic 

imaging modalities for identifying malignant breast tumours. The gamma-ray detector 

used for PEM imaging is either a twin head or a ring design. Following the 

annihilation process, the gamma rays from the two systems will move at an angle of 

around 180 degrees from one another. 

  The event location in PEM imaging is determined as a line of response 

between the locations where each gamma-ray impacts the pair of opposing detectors.  
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Because PEM does not suffer from the same loss of resolution 36 as BSGI/MBI 

systems, it has an advantage. One drawback of the dual-head PEM detector design is 

the lack of resolution in Z-axis owing to the constrained acquisition angle (depth). 

Although ring detectors don't have this constraint since they give a 360-degree 

acquisition for reconstruction, ring detector devices don't yet have biopsy capabilities 

[215].  

The dual-head detector system recently received a needle biopsy localization 

device. For individuals at high risk of developing malignant melanoma, PET with 

FDG is superior to conventional imaging in terms of sensitivity and precision. Studies 

demonstrate that the information from PET scans have been utilised by Doctors to 

influence treatment choices in many cancer patients. For cancer patients, changes in 

therapy resulted in fewer procedures and biopsies, as well as cost reductions.  

The scintillation crystal in APDs generates an electrical signal when it is struck 

by a photon, and the FE system is responsible for processing this signal. The APD's 

analogue signal processing is the most difficult part of the FE. In fact, it has been 

determined that the APD signal should be amplified and processed in order to create a 

high-resolution reconstruction picture in a short amount of time. 

  Samples of the signal are taken when the FE has built the right form and 

recognise the signals with more energy. These signals and the crystals associated with 

them are delivered to the Data Acquisition (DAQ) system, which is responsible for 

acquiring and processing digital signals received from the FE. All of the components 

of a FE module are present in the DAQ system, including APD's, ASIC's, ADCs, and 

serialisation data transmission circuits that are responsible for transmitting digitised 

data to the DAQ system.  

 Due to their equal sensitivity, MRI and PEM play a similar function in clinical 

practise. Examining primary breast lesions in preoperative surgery planning or pre-

chemo assessment remains the principal use of the exam. Radiation exposure is a 

drawback of PEM. On the basis of the relative risk for cancer induction in women 

aged 40, a single PEM study with label-recommended radionuclide dosage is linked 

with a 15-fold greater risk than screening films or digital mammograms. There is also 

a 25-fold greater risk of cancer-related death in general.  

 Only the fibro-glandular tissue is subjected to a high dose of ionising radiation 

during a mammogram. In PEM, on the other hand, radionuclides are administered to 

every organ in the body. As a result, mammography has just the danger of inducing 
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breast cancer, while PEM has the potential to cause cancer in any number of organs 

that are radiosensitive. To catch breast cancer in its earliest stages, before any 

symptoms appear, mammograms are the most often utilized screening method. The 

prognosis is less favorable if the cancer has spread to other parts of the body by the 

time symptoms appear [216-218]. The goal of this procedure is to help the radiologist 

discover breast lesions more quickly and prevent the disease from spreading to a 

more advanced stage.  

This imaging-based technique is the only one that is recommended for routine 

breast cancer screening because of its high sensitivity in finding clinically occult 

disease. Breast Cancer Detection Using the Hough Transform in Images (VIP image). 

Mammography is the breast cancer detection method that has the greatest impact on 

reducing mortality from the disease when used as part of a comprehensive population 

screening programme.  

As the density of the breast rises, the mammogram's performance suffers. X-rays with 

a low amplitude and high current are used in mammography to evaluate the human 

breast during a diagnostic.  

X-rays are very powerful electromagnetic rays with wavelengths in the range of 

things and bodies. There are two primary ways in which X-ray photons interact with 

tissue: the photoelectric effect and the Compton scattering. Electrons are ejected from 

an atom nucleus when X-ray photons of short wave length interact with the electric 

field there. An ionizing particle is formed when a free electron is released. Compton 

scattering occurs when an X-ray photon collides with an electron from an outside 

source and is released.  

A scattering electron receives energy from the incoming photon, which is then 

expelled and ionized. It's time for a new direction for the photon to go. To understand 

the contrast in radiologic images, one must first understand the main process of 

Compton scattering. Mammography machines now use an X-ray tube to generate X-

rays. The beam is narrowed as it passes through a collimator and a metal filter. To 

reach the image receptor, a part of the radiation travels through the breast and is 

reflected by an anti-scatter grid.  

Photons interact and deposit energy locally, permitting the development of a 

picture. Automatic exposure control is activated by letting a small percentage of x-

rays flow through the receiver uninterrupted to a sensor. When the X-rays penetrate 
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the structures, the picture creation is influenced by the densities of the structures, 

since absorption is density-dependent.  

 Micro-calcifications, for example, need a picture with a high spatial resolution 

to clearly show their edges. There are two conventional image projections: 

craniocaudal (CC), which is a view from the top, and mediolateral oblique (MLO), 

which is a lateral view from a central position, providing a better view of the glands. 

This gives a sense of three-dimensionality as well as a grasp of how structures 

overlap. A high-quality mammography with excellent spatial resolution and good 

contrast separation enables radiologists to see tiny structures clearly. According to 

research, the death rate for women over 50 may drop by 30% if they all had regular 

mammograms. A huge number of mammograms have had to be examined by 

radiologists in the United States due to the widespread use of screening programs. It 

takes a lot of practice and a lot of skill to read mammograms.  

Because of radiologist weariness, breast tissue's complicated image structure, 

and the cancer's modest appearance, it has been estimated that 20% to 40% of all 

breast cancers are missed during routine screenings. However, even the most skilled 

readers of mammograms can only identify between 85 and 91% of cancerous breast 

tissue. In addition, research indicated that radiologists misread between 2.6 percent 

and 15.9 percent of negative or benign mammograms.  

Researchers found that double reading by two radiologists might increase 

sensitivity up to 15%. While double reading may be expensive, time-consuming and 

theoretically difficult to execute, it is an option that might be considered. 

Mammography has its limitations, Normal breast structures may conceal malignant 

tumours, especially in thick breasts with a high proportion of fibro glandular tissues. 

Overlapping tissue can lead to unnecessarily repeated testing following diagnosis. 

• There is a considerable degree of inter-observer variability. Biopsy 

recommendations have a low positive predictive value, and there is a considerable 

risk of erroneous interpretations resulting to false positives and negatives. This may 

lead to overdiagnosis and therapy. 

The identification of malignancies in a breast Mammogram picture is a common 

Digital Mammogram application. Breast Mammogram systems may assist 

radiologists in evaluating pictures and spotting signs of cancer in the breasts. In 

addition to the human assessment of the diagnosis, several systems are utilized. Using 

a breast mammography system, not only does it enhance the quality of the cancer 
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images, but it also minimizes the human effort connected with the diagnosis, and it 

improves the accuracy of detection and diagnosis of breast cancers.  

 In spite of the billions of dollars and decades spent on breast cancer research, 

there is still a huge gap in our knowledge of the causes and risk factors for breast 

cancer. Familial/hereditary and environmental variables are the two major categories 

of breast cancer risk factors. A wide range of non-hereditary factors, including dietary 

factors, exposures to chemicals, industrialization, agricultural processes that use 

ionizing radiation, occupational stress, physical activity, exposure to tobacco and 

alcohol, are referred to as environmental factors in breast cancer research. Fewer than 

5 percent of breast cancers are genetic and roughly 30 percent are linked to 

environmental exposures; however, the exact aetiology of breast cancer is still a 

mystery. 

 

2.13. Breast cancer that runs in families: A woman's chance of developing breast 

cancer is more than doubled if she has a first-degree relative who has had the disease. 

In families with a high lifetime risk of breast cancer (60-85 percent) and an elevated 

risk of ovarian cancer (25 percent), BRCA1 or BRCA2 gene abnormalities account 

for 20-40 percent of all cases of breast cancer.  

Additionally, several inherited disorders are linked to an elevated risk of breast 

cancer, in addition to the high risk of hereditary breast and ovarian cancer. There is a 

slew of uncommon cancer predisposition conditions that have been linked to breast 

cancer as well. Breast cancer is more common in women with certain genetic 

conditions, such as Li-Fraumeni syndrome, PeutzJeghers syndrome, and Cowen 

Syndrome. 

2.13.1 Potential dangers from the environment Individual lifetime exposure to 

reproductive factors/choices like early menarche, late menopause, age at first 

pregnancy, number of pregnancies, child-bearing, hormonal therapies, and endocrine 

disruptors which have an association with breast cancer; dietary exposures (alcohol, 

fat intake, and endocrine disruptors) that have an association with breast cancer (like 

Xenoestrogens, Aromatic Amines, Bisphenol A, Polycyclic Aromatic Hydrocarbons, 

Vinyl Chlorides, DDT, Ethylene oxide, Lead, Dioxins etc).Over 85,000 carcinogenic 

chemicals have been detected in the environment and their long-term exposure is 

linked to breast cancer, according to NBOCC and the Institute of Medicine. 
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Components such as race and socioeconomic status have the most impact on the level 

of effect each of the other factors has. 

2.13.2 Breast cancer as a result of social inequality: The complex challenges of 

social inequities, including political, economic, and racial injustices, have been 

overlooked in the same way that environmental risk factors for breast cancer have 

been disregarded. Depending on where one live and work, the level and kind of risk 

factors to which people are exposed will vary.  

The burden of hazardous substance exposure falls disproportionately on urban 

and rural poorer groups. Because low-income women are more likely to be exposed 

to harmful substances and to be subjected to the strains of social injustice, 

socioeconomic determinants of breast cancer have been found to have a stronger 

influence on the development and death of the illness. Women in the lower-income 

bracket are also less likely to be able to afford or obtain high-quality health care and 

nutritious meals.  

 Good research shows people need to understand the intricate web of 

environmental, social, genetic, and behavioural influences in order to really reduce 

the incidence and death from breast cancer.   

The health cycle requires more effective interventions and more applications 

connecting the socioeconomic determinants of public health if health data is 

accessible from a single source [74]. In order to persuade policymakers, will need 

better visualizing and analytic tools like Geographic Information System (GIS).  

Geospatial information systems (GIS) collect, store, analyze, manage and display 

geographically referenced information (linked to location). GIS mapping in the health 

sector is now being pursued by a number of organizations around the nation. This 

includes the design, development, and use of geographic information systems (GIS) 

to describe health problems, conduct epidemiological analysis, and administer health 

care.  Some of its most common uses include describing and analyzing health 

occurrences in a particular region, conducting public health surveillance, assessing 

the health status of a certain population, and planning and implementing health 

services. Since John Snow's famous illustration of how geography may be utilized in 

epidemiological research in 1854, the healthcare industry has been using visualization 

and spatial analysis.  

By mapping the locations of people who had been infected, he was able to 

identify the origins of the cholera epidemic in London. It was in the year 1840 when 
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Robert Cowan utilized maps to establish the correlation between crowd size and the 

frequency of yellow fever in Glasgow, England. Eradication of Yellow Fever as a 

result of Immigration was an obvious conclusion for him. This was done in 1843, and 

it included all affected people in the home. Data integration, dynamic database 

querying, and map-based display of results are just a few of the benefits that GIS 

technology has to offer.  

 Benefits of GIS usage include the visual impact and data analysis they give. 

Traditional research and statistical approaches are limited in their capacity to analyze 

data because of the lack of the ability to overlay data layers. Study participants 

utilized GIS to map and visualize geographical correlations between various health 

and health-related factors, as well as to conduct empirical measurements.  

Geographic information systems (GIS) may be useful in the examination of 

many elements of healthcare access as well as health outcomes. There are many 

health care delivery concerns that affect the world's population, including cancer care, 

and any analysis must take this into account [173]. Geography is a critical component 

in addressing concerns of cancer epidemiology that affect cancer treatment and 

access[66]. As a result, geographic information systems (GIS) have been utilized to 

store, integrate, visualize, and analyze cancer data, highlighting patterns, 

dependencies, and inter-relationships. Additionally, GIS enables for interactive 

searches of information included in the maps, tables or graphs that are generated. 

Data changes are automatically reflected on maps thanks to a dynamic connectivity 

between databases and maps provided by this software [177]. 

In order to educate the public and policymakers, authorities may use map-based 

strategies that present complicated information in an easier-to-follow style. If you're 

doing a spatial disease mapping study, you'll want to analyze the disease-covariate 

relationships, define the illness's geographical variance, and identify high-risk 

regions. Geographic information systems (GIS) have altered the way academics 

examine the geography of health. As a result, GIS and health research focuses on the 

quantitative study of health-related events in geographical contexts, which separates 

health-related concerns for analysis and interpretation.  

 Medical geographers use disease mapping as a useful tool. Maps like this one 

may help researchers find correlations between diseases and other variables, such as 

pollution. Since disease maps make it possible to examine several elements related 

with illness at once, they inevitably lead to theories about what causes it. Medical 
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geography has been used to map diseases and conduct spatial correlation research on 

health-related concerns. By identifying areas with a disproportionately high incidence 

of cancer, epidemiological research may be used to inform disease control and 

preventive efforts [75]. 

Visual analysis techniques strengthened with exploratory analysis has mostly 

been sufficient for epidemiologists, but quantitative modeling of disease distribution 

is needed to test certain hypothesis or to estimate the relationship between the 

measure of disease incidence and the environmental covariates. GIS may be used to 

generate data for epidemiological models by exhibiting the outcomes of statistical 

analysis and modelling processes that take place across a large area of the globe.  

Geo-epidemiological study has traditionally focused on the detection of clusters. 

However, these methodologies cannot be utilized to assess whether regions with 

heightened risks are statistically connected and significant or not. Statistical 

innovations based on point- and area-based approaches have emerged as a result of 

these concerns and related statistical issues. It's important to know exactly where the 

illness occurred, whereas area-based techniques rely on the total number of cases 

throughout an area. Bayesian approaches allow the borrowing of information from 

close or adjacent areas when there are just a few occurrences or a tiny population.  

GIS may be observed in a variety of health research because of its adaptability 

and power. SIRs (likelihood statistic) for each ZIP code were established by the New 

York State Cancer Mapping Project, 2001 in an effort to identify unusually high 

cancer rates in New York. The spatial proximity GIS tool was used to estimate 

historical environmental exposure to pesticides and other chemicals as part of the 

Cape Cod Breast Cancer and Environment Study. In a case-control study on lung 

cancer, researchers utilized self-reported and GIS-based proxies of residential 

exposure to environmental pollution to compare their results. They looked at land use 

patterns, proximity to major roadways, and exposure to industrial pollutants.  

According to the results of a Bayesian spatial hierarchical analysis, population-

based breast cancer screening in Queensland reduced cancer mortality compared to 

other detection approaches. California Breast Cancer Mapping: Identifying was 

created to examine how biomarkers connect with GIS-derived measures of exposures 

and risk assessment in California. Researchers in 2004 used the Space-Time Systems 

and Model Transition Sensitivity Analysis to find Space-Time Clustering. This study, 
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conducted in Upper Cape Cod, Massachusetts, used generalized additive models to 

examine the spatiotemporal patterns of breast cancer.  

The Retrospective Space Rime permutation scan statistic was also used by Cao et 

al., in Shenzhen city to discover a cluster of HINI Influenza A inside the city.  

GIS-based cancer atlases might be used to communicate spatial findings, to produce 

and use statistical results, to design and use statistical models connected with GIS to 

examine the influence of rurality, area level and individual level socioeconomic 

status, and temporal changes.  

Finding out why gaps exist may be utilized for lobbying, legislation, support, and 

educational activities. Several combinations of statistical and geostatistical models 

have been credited with additional recent study. GIS modelling has been utilized to 

analyze the geographical and temporal clustering of breast cancer cases in Western 

New York, based on historical exposure to environmental contaminants. Prostate 

cancer's spatiotemporal patterns and time trends may be evaluated.  

 Bayesian approaches and the Hierarchical General Linear Model were used. 

Geographic analysis was performed to identify high-risk locations of breast cancer in 

order to analyze how racial and ethnic disparities occur at the county level in Texas 

using Poisson, Bernoulli and multinomial models. Future epidemiological studies 

using comprehensive exposure models may benefit from spatial-temporal analysis of 

the breast cancer data. Using GIS-based spatial-temporal analysis, the present 

research shows how important it is to depict cancer risk, account for known 

confounders, and test for the statistical significance of place and time in research.  

If you have access to thorough, residential histories, this strategy is very 

valuable. Despite the fact that our results do not provide an explanation, they do 

reveal regions of greater vulnerability and might therefore promote the formulation of 

ideas for investigation and eventual action. The primary emphasis of temporal 

analysis has been the discovery of illness clusters and outbreaks within certain time 

periods. Spatial patterns of health issues like breast cancer were observed using 

spatio-temporal analysis in the study of time series.  

The mechanism of disease dissemination may be better understood by simulating 

regional variation. It's important to know if the extra instances start in places with 

high incidence rates, or whether they originate in areas with low incidence rates 

before moving elsewhere. In this scenario, linear spatial transfer functions are 

utilized. For a single research region, spatial-temporal approaches may be used to 
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identify the geographic or temporal death rates for breast cancer Using this technique, 

the exact position, length, risk ratio, and statistical significance of the observed 

clusters may be determined.  

A study found that the unequal regional distribution of cancer mortality in Texas 

(USA) highlights the significance of adopting a more data-driven strategy for cancer 

monitoring. It aims to determine whether the spatial-temporal pattern may put an 

unequal burden and if the excess tendency has continued into the present decade.  

It is common in most geographic studies to include both spatial and temporal 

aspects. The cluster warning is not only restricted to a certain location, but it is also 

believed to be present for a set amount of time. The identification, description, and 

analysis of spatio-temporal processes are crucial to grasping many of geography's 

foundational notions. A methodology was used to data on children leukemia cases in 

northeast England and found considerable evidence of spatial and temporal grouping. 

Other approaches for space-time clustering have been developed, such as the k closest 

neighbor test.  

As a way to find clusters of leukemia cases in New York City, authors used a 

Bernoulli model to create Space-Time Scan Statistic, which later went on to be 

implemented. "Cancer Incidence in Five Continents" is a comprehensive study of the 

global variance in cancer incidence. Genetics was previously thought to have a factor 

in some of the observed variance, but substantial strides have been made in this area 

in the last several years. It has been shown that discrepancies in cancer rates across 

nations may help identify potential causes by highlighting the impact of varying 

socioeconomic, cultural, and environmental variables. 

  It's easier to examine significant differences in cancer risk and aetiological 

variables across nations than it is to research minor differences within countries, 

which is, what is the need right now. It's increasingly vital, too, to provide viewpoints 

with a focus on the local context. Cancer incidence and death may be reduced in the 

future by addressing risk factors now, even when present cancer patterns are based on 

previous exposure to these variables. Often, simply drawing attention to differences 

in behaviour can have a positive impact on cancer prevention efforts at the official 

and individual levels. Geographical differences in cancer incidence, mortality, and 

survival have been connected to patterns of socioeconomic position and disadvantage.  

In order to minimize cancer-related mortality and morbidity, it is important to 

look at the whole picture of health. Technological advances in medical techniques, 
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diagnosis, and treatment for patient survival and detection of cancer risk are rising on 

a daily basis, usually at a regional or local scale. In order to determine whether a 

higher-than-expected number of cancer cases is due to a specific community, 

researchers must first determine who is at risk. For this, the forms of cancer, the stage 

of the disease, and the major diagnostic procedures are examined.  

As a result, one of the most difficult tasks is figuring out what causes various 

forms of cancer. In addition to this, it is important to accurately count and record the 

number of cases in the population that is at risk. Identifying the population at risk for 

a particular/specific cancer might be critical in determining whether a cancer cluster 

exists. Analysis of illness incidence and correlation with a person's socioeconomic, 

environmental, and exposure factors is critical .  

A statistically significant discrepancy between the actual and projected number 

of instances might occur by chance as well, which must be remembered. 

Additionally, it is necessary to look at the cancer's propensity to spread 

geographically. As a result, the pace of growth should also be taken into account 

when assessing the exposure or risk, or both. Currently, researchers are focusing on 

one or more of the aforementioned issues. One of the most difficult tasks in 

combating such diseases is integrating GIS technology, socioeconomic relevance, and 

spatial statistical techniques [181]. 
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CHAPTER 3 

A Survey of Machine learning algorithms for  

Lung cancer detection 

 

3.1 INTRODUCTION 

Cancer is a deadly disease which spreads very Fastly. Basically, in Cancer, cancer 

cells or abnormal cells start growing uncontrollably and damage the body tissues. The 

broader categorization of the cancer is in 2 types, one is benign tumour and other is 

malignant cancer. And under malignant cancer, different types of cancers are colon 

cancer, breast cancer, skin cancer, and brain tumour [119, 182], Lung cancer [176] 

and rectal cancer [183]. 

The second most common cancer [184] reported in women and men both is Lung 

cancer. Studies show that family history increases the possibility of lung cancer. Lung 

cancer affects the lungs and mostly people about 90% [187] who smoke, it occurs in 

them. So many tests are there to detect lung cancer.  

The biopsy is meddlesome like a successful standard for detection of lung 

cancer, but scientifically it is complex and expensive, hence, it cannot be frequently 

opted by patients. Computerized tomography (CT) scan provides a communicable 

approach for diagnosing irregularities possibly being cancer, but this approach has the 

drawbacks of ionizing radiation, high priced, and false positives.  

Positron emission tomography is an accurate noninvasive imaging test for the 

detection of larger mass lesions and pulmonary nodules. And it is popularly known as 

PET scan. 
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At 1st and 2nd stage of detection, there are bright chances to recover. If it is detected 

in the 3rd stage also, it can be recovered because so many advancements have been 

done but it is a time-consuming process.  

 Rest of the paper is organized as:  Section II defines how the normal cells of a 

human being converted into malign cancer depending upon the symptoms. Section III 

is a brief description of machine learning and in section IV all the machine learning 

algorithms studies have been carried out. Section V explains about parameter analysis 

and summary had been given and the last section VI depicts the conclusion has been 

drawn.  

  

3.2 Cancer Development  

Fig. 2 depicts that, how the normal growth cells of human being has been converted 

into Malignant cancer. A human being’s normal cells start converting into abnormal 

cells due to various factors. And these abnormal cells start multiplying at a very pace 

rate which results in malignant cancer.  

 

Fig: 3.2 Cancer Growth [200] 

3.3 Machine Learning 

Machine learning is a technique to learn the computers, where a machine is 

constructed with the help of the machine learning algorithms, by which machine can 

select its individual choices and give output to the user [201]. In machine learned 

computers, artificial intelligence is the subfield. Various techniques have been used to 

detect and predict any kind of disease. These algorithms help the machine take the 

input from user and gives the quick output so that appropriate actions should be taken 

for the critical disease. 

 Machine learning used for the optimization, because it takes inputs from user 

and cleanses the data by extracting the required features and gives us the optimized 

results. 
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3.4 Literature Survey 

Samala et. al. [170], developed a new computer aided diagnosis technique for 

the observation of lung cancer. This Technique has been divided into two 

components: (a) CADe (A computer aided detection) and (b) CADx(a computer aided 

diagnosis). CADe module distinguishes the suspicious lung nodules and segments 

them for candidate extraction whereas CADx observes both malignancy allocation of 

patients by considering suspicious lesions from CADe nodule-level and assessment.  

In this approach, screening has been done with the help of low dose CT scans 

and they are providing relevant probability estimates. LUNA 16 for CADe and kaggle 

data set(3D) for CADx has been used in this technique and this technique achieved 

malignancy classification task and lung nodule identification. Lung Nodule Analysis 

dataset contains 1186 lung nodules annotated in 888 CT scans. While Most nodule 

systems have been made and refined independently, Researchers believe that 

components involved in diagnosis and detection of lung cancer are critical.  

Focus has been given to the false positive reduction so that correct prediction 

should be drawn. Although LUNA 16 has been designed for optimized results still 

coupling between diagnosis and detection of lung cancer has been considered in this 

paper, which produced better results and further to this model uncertainty has been 

characterized in the deep learning system [76]. 

CADe and CADx both attain superior outcomes than the best published CADe 

and CADx systems on the Kaggle Data [203] and LUNA16 [204] benchmarks. The 

research has been carried out on Stage 1 &2 patients. 

Leilei et al. [205] has used an electronic nose technology to detect lung cancer. 

And for this technology pattern recognition system plays a crucial role. Electronic 

nose technology has been developed because the tests available for the detection of 

cancer like biopsy, PET Scan, and Computerized tomography (CT) are very 

expensive. The Electronic nose is also acknowledged as an olfactory system [206], is 

a bodily structures system which delivers the sense of smell.  

This technology is working in a way to detect lung cancer by the breath that is 

exhaled [207]-[209]. The basic idea behind the electronic nose system is to find the 

different compounds (VOCs) in the exhaled breath, but the biggest challenge is class 

imbalance learning. And to address this challenge, a unique method for the 

classification named weighted discriminative extreme learning machine (WDELM) 

has been developed for detection of lung cancer [210]. 
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In the beginning, WDELM empowers a distinct weight to individual samples 

by adopting a comparable weighting strategy, which empowers it to achieve 

categorized piece of work with the biased class dispersion. After that, a second 

repetitive algorithm is used to handle the convex unbiased method with an intellectual 

investigation presented. At the end, the persuasiveness of the recommended method 

has been assessed on the dataset available for lung cancer and also on public datasets 

by differentiating it from traditional methodologies.  

The outcomes of WDELM have been compared with DELM, SVM, WELM and 

ELM in this article which shows this method enhances the specificity by allowing 

samples having large weights from the small sample sizes class, and hence obtaining 

an equilibrium recognition result. Experimental results have confirmed that accuracy 

and G Mean has been calculated on all features and selected features which were 

0.854, 0.8433 and 0.8871, 0.8696 respectively. The WDELM excels traditional 

methods and is good enough for detection of lung cancer.[211] 

In this article kaur et al. [206], a comparative study has been performed for the 

feature extraction and this feature extraction was of 2 types (a) Local feature 

extraction and (b) Global feature extraction. This feature extraction [207-209] 

framework has been utilized for the diagnosis of cancer found in lungs and in these 

images of CT scan has been used. In this investigation, 1000 images of CT scan 

dataset have been used. This framework works in three basic steps: data collection, 

local training and investigating, and global training and investigating.  

Preprocessing of these images have been completed through image cropping 

and warping. Then features have been extracted so that feature vectors can be 

generated that will work in the detection models. 6 different machine learning 

algorithms were built on which these extracted features have been used and they were 

Neural network learning method, KNN learning method, Decision tree method, 

Random Forest method, Naive bayes learning method and SVM. After that 

comparative study has been performed over all these 6 methods and Support vector 

machine (SVM) was giving the best results [167].  

The outcomes depicted that the Haar Wavelet feature, (HOG) [214] which is 

also known as histogram of Oriented, and Gabor Filter types exceeded the other seven 

feature categories. The developed local extracted feature technique excels the 

accepted worldwide one. The confined part, using SVM with Haar Wavelet attributes 

attained 88% sensitivity, 91% specificity, and 90% accuracy. Using SVM with HOG 
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attributes attained 85% sensitivity, 89% specificity, and 88% accuracy. Finally, this 

technique achieved the best 96% sensitivity, 97% specificity, and 97% accuracy. 

Masood et al. [176] have developed a new computer aided judgment support 

technique which is helpful in the detection of the lung nodules. This technique is 

based upon 3 Dimensional Deep CNN and helps the radiologists for the decision 

making. Multi region and median intensity have been applied so that the affected area 

can be automatically selected. The datasets in this research have been used are LIDC 

IDR, ANODE09, and LUNA16. The results carried out in this research achieved a 

better performance in the form of AUROC, sensitivity, accuracy, specificity, of 96%, 

98.4%,  98.51%, 92%. 

Xie et al. [215], have developed a new hybrid approach for the detection of 

lung cancer is biomarker + metabolomics and some machine learning algorithms. 

This hybrid approach was tested with 6 different types of machine learning 

techniques, and they are Neural Network, KNN, AdaBoost, SVM, and Random 

Forest. Biomarker is a biological molecule that is used to find any abnormality in the 

body or how well one’s body is responding to a particular treatment with the help of 

the metabolomics which keeps the potential for the early detection of lung cancer. 

In these technique sensitivity, AUC and specificity have been calculated and 

results show that Naive Bayes performed the best and achieved 1.000 in all. So, it 

shows that Naive Bayes is the best and strongest performer in the early prediction of 

lung cancer. 

Researchers defined a new technique WCBA for the segmentation of the 

features of lung cancer and that technique is known as Water cycle bat algorithm. 

Median filter has been used for the feature extraction. On extracted features, Bayesian 

fuzzy has been applied. And this new hybrid technique attained the accuracy of 0.92 

which was far better with compared approach. 

 

3.5 Parameter Analysis Summary 

Table 3.1 state that different machine learning algorithm has been used for the 

diagnosis of lung cancer and some have achieved the better results over another.  
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                    Table 3.1.  Comparison of Techniques 

Algorithm  Data Set Type of 

dataset 

Precision Recall AUC 

CADe & 

CADx 

 

LUNA16 & 

Kaggle data 

science 

bowl 

Image 0.25 0.93 0.87 

wdelm  Uci Image 0.9908 0.99 0.97 

Svm TCIA Image 97% 96% 97% 

3ddcnn LUNA16, 

ANODE0, 

and LIDC-

IDR 

Image 98.4% 98.51% 96% 

Biomarker 

+ metbolis 

Hubei Taihe 

Hospital 

Image 100% 98.1 0.989 

WCBA lLIDCI Image 0.92 - - 
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CHAPTER 4 

Automated Classification of Cancer using Heuristic Class 

Topper Optimization based Naïve Bayes Classifier 

4.1. INTRODUCTION 

AI and Machine Learning are recently widely used in health care for the prediction of 

critical diseases like Colorectal Cancer [97,175], Alzheimer, Fetal Brain Abnormality 

Detection [71], Diabetes [72]. Cancer tumours are generated by cell growth that 

breaches the tissues of the human body. The two categories of tumours are benign 

and malignant tumours. A benign tumour is made up of local noncancerous cells. 

Cancer is a condition in which cells proliferate uncontrollably.   

The malignant cells define the cancer kind. Breast cancer can begin in any part of 

the breast [73].  Another great approach for identifying cancer is a biopsy. Since the 

cells vary in size, localizing cancer cells in cancer pictures is difficult. Mastitis, 

adenopathy, and granuloma are some of the other abnormalities that may be observed 

on breast imaging.  

Machine learning (ML) techniques have a wide range of predictions, including 

educational, bankruptcy, pattern recognition, image editing, feature reduction, fault, 

face recognition and micro expression recognition, and medical diagnosis. It has 

shown tremendous promise in the diagnosis of cancer, in particular. Many academics 

in recent decades have proposed numerous solutions for automated cell categorization 

in cancer detection.  

Some researchers have focused on nucleus analysis in this setting, identifying 

nucleus characteristics that might help categorize cells as benign or malignant. The 

2D input image structure is used to modify the CNN architecture. A considerable 

amount of data is required for a CNN training task, which is lacking in medical, 

particularly in cancer. The application of the TL approach to a natural images dataset, 

such as ImageNet, and the implementation of a fine-tuning technique, as illustrated in 

Fig. 1, is one solution to this challenge. By integrating the information of individual 

CNN designs, the transfer learning (TL) idea may be used to improve their 

performance [80,87]. The main benefit of TL is that it improves the classification 

accuracy while also accelerating the training process.  

  



 

 

57 
 

The key contributions of this paper are as follows: 

1. HCTO based Naïve Bayes classifier is proposed for automated diagnosis of 

cancer patients. 

2. The comparisons of the proposed model are drawn with various competitive 

cancer diagnosis models. 

3. The paper uses the artificial intelligence approach HCTO for feature selection and 

to improve classification performance.  

4. Overfitting is a problem that has been solved. 

 

The structure of this document is as follows: Section 1 illustrates the introductory part 

of HCTO and the various optimization techniques, and Section 2 outlines some 

related and motivational work to develop the proposed method. Section 3 gives a 

detailed description of the proposed methodology and Section 4 depicts the derived 

results of the proposed method, and section 5 provides the discussion part and section 

6 depicts conclusion of the proposed work. 

 

4.2. RELATED WORK  

There are many papers presented in the past for cancer classification and detection. 

Ting et al. [171] used a deep CNN to classify BC-lesions. Togaçar et al. [83] 

introduced the BreastNet, for the diagnosis of cancer & for detecting benign and 

malignant breast regions. Abbas [84] developed a multi-layer DL architecture to 

extract invariant properties, converting them into deep invariant features, and learning 

features to make the final decision were the four phases of this network. The MIAS 

dataset was utilized, and the sensitivity, specificity, accuracy, and AUC were all 92 

percent, 84.2 percent, 91.5 percent, and 0.91, respectively.  

Sha et al. [172] proposed a technique for automated identification and 

classification of the malignant area in breast pictures using the same dataset. The 

grasshopper optimization algorithm and CNNs were used to develop their suggested 

approach. The findings revealed that this technique could achieve sensitivity, 

specificity, and accuracy of 96 percent, 93 percent, and 92 percent, respectively.  

For cancer detection, Abunaseer et al. [120-123] used CNN. The input image 

was 224 pixels, and the classification results were applied using the Softmax (SM) 

algorithm. The MIAS database was used to determine the network's overall accuracy, 

which was 65 percent. For mitosis classification, Precision, recall, and F-measure 
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were all 0.50, 0.80, and 0.621 for their proposed strategy, respectively. Lotter et 

al.[88] also built a model for multi-class cancer classification that extracted features. 

Their model's sensitivity, specificity, and AUC were all 96.2, 90.9, and 0.94, 

respectively.  

When building networks from the ground up, Jiang et al. [89] obtained better 

BC-classification accuracy than when using TL from a pretrained network. The 

accuracy was around 0.88 while using GoogleNet. Khan et al. [90] created a model 

where CNN was used to enhance performance. Without changing the source network 

layers, Cao et al. [91] improved TL’s BC-classification performance (ResNet-125). 

Instead, they combined various feature groups using random forest dissimilarity.  

The classification accuracy was raised to 82.90 percent using the "ICIAR 2018" 

dataset. Deniz et al. [92] adjusted the model layers to achieve more accuracy. Their 

model outperformed five other techniques with an accuracy of 91.37 percent. Celik et 

al. [93, 117] pre-trained the DenseNet 161 model using the same dataset, achieving F-

scores of 92.38 and 91.57 percent, respectively.  

Wang et al. [183] used the histopathology images for analysis of the whole slide 

lung cancer and more accuracy has been obtained which was 97.3. In this, a weakly 

supervised approach has been used to efficiently classify the dataset(TCGA). Chen et 

al. [188] has been incorporated LDNNET algorithm for lung cancer to achieve more 

accuracy, sensitivity, and specificity, which is 0.98, 0.99, and 0.98, respectively. 

 Zhang et al. [191] used TCGA to classify the data and achieved more 

specificity, accuracy, and sensitivity by 10.11%, 9.25%, 6.45%. and Li et al. [216] 

had used a new Relief-SVM for the classification of lung cancer and to efficiently 

perform the diagnosis. They successfully increase the accuracy by 73.91% on two 

different datasets. Picard et al. [217] had used a gene expression data and deep 

flexible neural forest model for the classification of cancer and the accuracy achieved 

is 93.6.  

Sun et.al[218] have used the transfer learning approach  and the accuracy was 

improved on TCGA was 0.98. Very recently, researchers have worked on cancer 

prediction and classification using advanced artificial intelligence tools. The methods 

used in classifies cancer, but the algorithm used is slow and complex. Furthermore, 

some of the traditional algorithms such as genetic algorithms and PSO stuck at local 

optima, thus depriving the optimum solution.  
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Meta heuristic technique Class Topper Optimization has been applied to many 

domains and it has produced good results in those domains. To the best of our 

knowledge, HCTO never used for cancer classification. The suggested approach 

employs a mix of HCTO and Naive Bayes classifiers for fast and simple cancer 

classification.  

The suggested HCTO algorithm is based on the intellectual conduct of pupils in a 

given class at a school. There is a competitive conduct among the pupils in one class 

to be the class leader. The pupils' level of competition helps them perform better in 

class. It is possible to tackle many complicated optimization issues in real life by 

modeling the pupils' intelligent behavior.  

The naive Bayes classifier is one of the most basic probabilistic classifiers. In 

spite of the strong assumption that all characteristics are conditionally independent 

given the class, it frequently works remarkably well in a variety of real-world 

situations.  

In the process of learning this classifier with the given structure, class probabilities 

and conditional probabilities are computed using training data, and then the values of 

these probabilities are utilized to classify fresh observations. After extracting the 

featured with the help of HCTO, Naïve bayes has been implemented. 

All above-mentioned approaches use cancer images for data analysis. The 

complexity and size of such an algorithm can be large due to the large number of 

image datasets. Furthermore, image classification can only provide a route 

approximation and it lacks accuracy. 

  The AI based techniques used in the past use state-of-the-art AI tools that are 

slow and get stuck at local minima. The proposed approach uses interactive data for 

analysis and classification of cancer.  

The proposed approach is based on CTO which is fast and novel [102, 103, 167-

168]. To the best of our knowledge, HCTO has not been used in the past for cancer 

classification. The proposed work is compared with tradition cancer classifier such as 

KNN and it has a better performance.  

 

4.3. PROPOSED FRAMEWORK 

This paper presents a novel approach for cancer classification. The proposed 

algorithm operates in various steps as explained below.   
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4.3.1 Dataset – The first step of the proposed work is data aggregation, the data for 

cancer patients were taken from Kaggle, and the 22 microarray datasets for 4 types of 

cancers were acquired from the NCBI Gene Expression Omnibus (GEO) database. 

The paper performs the classification of lung, kidney, skin, and bladder cancer. In the 

within-dataset experiment, 9 datasets were used. In cross-dataset studies, the other 13 

datasets were utilized as validation.  

Patients who died within 5 years of diagnosis were classified as negative samples 

in the cancer dataset, whereas those who survived were classified as positive samples. 

The KEGG database was used to get all route information. The data of liver, kidney, 

breast, and bladder cancers are used for feature selection. Once the feature selection 

has been done, the model is trained using the 4 cancer datasets.  

Testing of the classification is performed and finally the accuracy of the 

classification is calculated and plotted. The ratio considered for training and testing 

the dataset was 80:20. 

The feature selection process is optimized by HCTO and the classification is done 

using naïve Bayes classifier.  

The implementation is as follows. The hyper-parameters are selected based on the 

requirements for performance optimization of the data analysis. Only those 

parameters are selected that contribute to performance enhancement. 

4.3.2 Implementation – The dataset is cleaned and feature selection is done using 

HCTO. The Class Topper Optimization is a fast-converging simple artificial 

intelligence based algorithm that has smooth convergence. The learning behavior of 

kids in a certain class of a school inspired this optimization technique. Students in the 

same class compete to be the best student or class topper in their respective classes. 

This is a metaheuristic optimization technique based on population. The global 

optima are attained here by learning at each level. The suggested method ensures that 

students' learning progresses towards the global optimum point (topper).  
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Fig. 4.1(a) – A flowchart of Class Topper Optimization [210]. 

In Fig. 4.1(a) shows a graphical depiction of the phases. Let us take a quick look at 

learning at various levels of education. There are several classes in a school. There 

are several parts in a lesson.  The idea behind dividing a class into parts is to create 

small groups. One portion of the class is undoubtedly home to the class's topper.  

The information transferred from the class topper to the pupils is restricted to the 

section in which the class topper is a member. However, because the STs are the most 

knowledgeable members of the section, they will compete with CT and strive to learn 
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from him. Students' performance will increase as a result of their education.  Level of 

Section (SE), A class's section is a subgroup.  

Each section's students are in the same class. The section topper is the best 

student in the class (ST). He might or might not be the class’s top student. Apart from 

the section topper, there is one restriction for students: they can only learn from their 

own ST. The performance of the pupils in all areas may improve after each test and 

evaluation procedure. ST may change as a result of this.  

A student should ideally learn from the best student or section topper. Learning 

from the section's best students has an influence on the section's other pupils. Each 

student improves as a result of this following assessment (evaluation of PI). The 

modeling of HCTO is shown in equations (1) to (4). 

 

I(S,E+1) = IWF ∗ ISE + c ∗ n2 ∗ ( STpi
(SE,E)

− Spi
(S,E)

 )     (1) 

In equation (1), I stands for improvement which is being calculated, ST is a section 

topper & SE defines number of sections. Wf represents weight factor and C is the 

acceleration coefficient whose value is 2. Pi represents performance index. 

 

Spi
(S,E+1)

= Spi
(S,E)

+ ISE+1                                                  (2) 

 

In equation (2), student performance has been calculated with the improvement 

performance in comparison of section topper. Spi depicts the performance of the 

student. 

 

I1
SE,E+1 = IWF ∗ I1

SE,E +  c ∗ n1 ∗ (CTpi
(SE,E)

− STpi
(SE,E)

)                            (3) 

 

In equation (3), CT depicts class topper and performance of the class topper has been 

evaluated over section topper. C, n are constants. I1
SE  represents increased 

understanding of ST in section SE of the Eth test and CT pi 
SE,E represents 

Performance index of all section’s class topper in Eth examination 

 

STpi
(SE,E+1)

= STpi
(SE,E)

+ I1
SE,E+1                                      (4) 

 



 

 

63 
 

The IWFmax for HCTO is shown in equation 5. This also contributes the algorithm 

objective.  

IWF
E = IWFmax − (

IWFmax − IWFmin

Emax
∗ E)                        (5) 

 

Each student will be given the opportunity to improve after taking an examination as 

part of our evaluation process. If the student does not perform better in a specific 

examination, his prior best score will be kept. Observation (E). Examination is the 

process of assessing each student's PI. If students' performance isn't up to par, they 

can improve their PI by taking exams. If a student's performance is determined to be 

lower than prior performance indices after the examination and assessment procedure, 

the student's previous best PI will be used to evaluate the student in the future.  

Beginning with the second test, ST learns from CT, and students in each section learn 

from their respective STs. This kind of evaluation (search procedure) will 

undoubtedly result in the finest answer. As a result, the class topper’s PI may improve 

in subsequent exams. To increase student performance, a maximum number of 

examinations should be set. A framework of HCTO is shown in 4.1 (b) respectively.  

 

 

Fig. 4.1 (b) – Framework of HCTO. 
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4.3.3 Training, Testing and Classification – After the feature extraction process is 

done using HCTO algorithm. Training, testing and classification is done. For this 

purpose, Naïve Bayes classifier has been used. Classification is a machine learning 

and data mining technique that is widely utilised.  

Different ways to performing classification work may be used depending on the 

number of target categories utilised to categorise a data collection. Decision trees and 

support vector machines are widely used for binary classifications; however, these 

two techniques are constrained by the fact that the number of target categories cannot 

exceed two.  

Because of this strict constraint, they are difficult to apply to a broader sense 

of real-world classification activity, where the number of target categories is 

generally greater than two. Weather prediction services, consumer credit assessments, 

health condition categorizations, and other real-world applications based on the NB 

classifier have all proven effective.  

 

 

Fig. 4.2 – Model Framework-1 

 

As long as the data set's format is pre-processed into a tabular format inside the issue 

domain. The validity of fitting a fresh piece of data into each potential categorization 

may then be computed using this mathematical classifier.  



 

 

65 
 

The NB Classifier is a probabilistic classification system based on Thomas Bayes' 

posthumous Bayesian Theorem. The basic objective of classification is to discover 

the optimal mapping between fresh data and a collection of categories within a certain 

problem area. Some mathematical manipulations are made to translate joint 

probabilities into multiplications of prior probabilities and conditional probabilities so 

that this mapping may be probabilistically computed. The implementation of this 

methodology can be easily understood with the help of the model framework Fig. 4.2. 

 

4.4. RESULTS AND ANALYSIS 

In this part, performance of the proposed classifier has been evaluated. The proposed 

approach classifies different types of cancer based on HCTO and naïve bayes 

artificial intelligence algorithms. The dataset used is explained in the above steps in 

the paper; training and testing are performed.  In cross-dataset research, the initial 

dataset was used as the training set, while other independent datasets were utilized as 

the test set. The classification accuracy is shown in Fig. 4.3.  

The classification accuracy of Naïve bayes tends to grow monotonically with the 

number of features. It demonstrates that the NB has low interpretative capabilities 

since no feature selection is performed; the NB is able to achieve high accuracy when 

multiple characteristics that are important to the answer are used. Its accuracy 

increases with increasing iterations.  

 

Fig. 4.3 – Accuracy of the proposed classifier. 
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The results of the NB and KNN classification errors on the dataset are shown in Fig. 

4.4. The proposed algorithm, has lower error rate as compared to KNN. The HCTO 

optimizes the entire process. It is seen that the error rate decreases with number of 

iterations. NB and HCTO classify the cancer types with more accuracy and less error. 

This performance improvement is attributed to the fact that the NB classifier has a 

performance gain over KNN. The process is faster and less complex due to better 

convergence rate of HCTO as compared to other algorithms.  

 

. 

Fig. 4.4 – Error rate for the proposed classifier 

 

The precision is calculated by dividing the number of true positives by the number of 

true positives plus the number of false positives. Precision is very important in any 

classifier. In detecting cancer, precision decides the type of cancer and its severity. 

Accordingly, treatment can be planned. If a classifier has low precision, it can result 

in wrong cancer diagnosis. In Fig. 4.5, the suggested work is assessed for precision, 

and it can be observed that the proposed classifier's precision rises as the number of 

iterations increases. 
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Fig. 4.5 – Precision performance for the proposed classifier 

 

The performance of the classifier is measured in Fig. 4.6. The performance is 

measured in terms of how efficiently and accurately the proposed framework can 

classify different cancer types. It is seen that the proposed HCTO-NB artificial 

intelligence approach has better performance than other AI based classifier such as 

KNN.  

The performance of the proposed framework increases with rising iterations. This is 

due to the fact that the optimization algorithm HCTO approaches convergence with 

increasing number of iterations.  
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Fig. 4.6 – Classification Performance 

 

Table 4.1 Computational paradigm of Proposed Approach 

 

 

Table 4.2 Accuracy analysis between the HCTO-NB and state-of-the-art cancer 

Classification algorithms 

 

Algorithm  Data Set Type of dataset Accuracy Sensitivity Specificity 

CNN Kaggle mammogram images 82.71 82.68 82.73 

ML DL  MIAS mammogram images 91.5 92 84.2 

GOA-CNN MIAS mammogram images 92 96 93 

Computational Paradigm HCTO+NAÏVE BAYES KNN 

Accuracy 97.6% 95.8% 

Precision 98.4% 97.2% 

Error Rate Decreased by 3% - 
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CNN & Softmax 

algorithm 

MIAS Mammogram & 

Histopath images 

65 - - 

Annotation based 

deep learning 

approach 

MIAS Mammograph Images - 96.2 90.9 

Transfer Learning ICIAR Histopath Images 82.90 - - 

Deep Transfer 

Learning 

IDC Histopath Images 91.37 - - 

WSLM TCGA Histopathology 

Images(Whole slide 

images) 

97.3 - - 

LDNNET Kaggle CT images 0.98 0.99 0.98 

SVM TCGA Images based 9.25 6.45 10.11 

RELIEF-SVM LUSC-ASC Histopath images 73.91 - - 

DFNForest Kaggle Feature based data 93.6 - - 

TL TCGA Histopath images 0.98 - - 

DFST GSE40419 Microarray/Images 0.96 - 0.96 

ACGAN-

Inception-v4 

SqueezeNet Images based 95 94 97 

HCTO Kaggle-UCI Microarray/Interactive 

data 

97.6 - 98.4 
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CHAPTER 5 

A Heuristic Machine Learning based Optimization 

Technique to Predict Lung Cancer Patient Survival 

 

5.1. Introduction 

Cancer is the second largest cause of mortality in the United States and a major public 

health issue globally, with 8.8 million deaths reported in 2015 [177]. Changes in 

nuclear structure have remained the ‘gold standard' for cancer detection for over 150 

years [178] because of the strong link between abnormal nuclei morphology and 

tumour development.  

Nuclear morphology can be visually evaluated under light microscopy with cells 

stained with reagents (e.g., Hematoxylin and Eosin) in clinical diagnosis [106, 179]. 

Many cancers have distinct nucleus changes that pathologists can carefully examine 

in order to make treatment decisions. Modifications in nuclear size, shape, nucleoli 

appearances, chromatin organisation, and so on are examples of morphological 

changes [180].  

Nuclear structure is widely quantified in computer-aided diagnostic (CAD) 

systems by a collection of numerical features [181]–[182] that describe intrinsic 

morphological properties, such as nuclei size and shape features (e.g., perimeter, area, 

curvature, symmetry) and nuclear texture data (e.g., Haralick, Gabor, Wavelet).  

 TBM and newly suggested deep learning techniques [79, 85], which have 

been effectively utilised in nuclei identification [184]–[187], segmentation [100], and 

detection, are two alternative nuclear quantification methodologies. Pathologists rely 

on microscopic examination of a collection of nuclei inside a tissue sample for 

clinical diagnosis. As a result, in the vast majority of cases, a diagnostic label is only 

provided for the tissue sample, not individual nuclei.  

 The set detection issue requires a predictive model to learn from sets of nuclei 

without nuclei level annotations and predict the diagnostic label for a fresh set of 

nuclei. In addition to cancer diagnosis, the set detection challenge is common in 

prognosis prediction, where the model must estimate the patient's survival fate using a 

set of measured nuclei [190-191].  



 

 

71 
 

In contrast to traditional image detection, where training and testing samples are 

labelled single-shot pictures, training and testing samples in the set detection scenario 

are sets, each of which contains a different number of unlabelled nucleus images. The 

set detection problem is difficult to solve, and supervised machine learning 

approaches are ineffective. The following are examples of existing nucleus set 

detection systems and their limitations. 

Many predictive models handle the set detection problem with single picture 

detection by making particular assumptions about the connection between the 

distribution of examples and the set label, however this is frequently done implicitly. 

Many studies use the majority voting approach in set prediction, assuming that at 

least half of the occurrences in a set represent the set label. Lung cancer, cervical 

cancer [101, 192], and breast cancer are only a handful of the diseases for which 

predictive models based on majority voting have been developed.  

For hepatocellular carcinoma tumour grading, a threshold-based voting approach 

was used in [194]. However, for the greatest performance, the voting threshold for a 

set being classified into a certain class must be pre-defined based on domain 

expertise. A set is deemed positive in the multiple instance learning (MIL) framework 

[195] if it contains at least one positive instance; otherwise, it is considered negative. 

MIL is gaining popularity in medical diagnosis [196-197], but its validity in our 

situation is debatable since not all nuclei in the tissue sample display the 

morphological alterations associated with the illness [198]. The goal of single picture 

detection is to create an instance-level classifier using set-level labels, which infers. 

However, because to tumour heterogeneity [199], the choice of assumption frequently 

necessitates previous domain knowledge and has a substantial influence on the 

prediction model's overall performance. 

  Set detection takes into account the entire set of data and learns the prediction 

model at the set level. The concept of categorising nuclei groups rather than 

individual nuclei is not new. Aggregating several statistics (STATS) regarding 

nuclear feature characteristics inside a set is the most common and intuitive method 

[107, 200].  

The nuclei set's properties are summarised in the feature vector, which includes 

statistics like as mean, maximum, minimum, and standard deviation. STATS' success 

is thus heavily reliant on the pre-designed statistics gleaned from experimental data. 

Another frequently used technique in set detection is Bag-of-words (BoW) [201-202], 
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which learns a number of sample instances or dictionaries in the training set and then 

gives a histogram about the composition of one set considering the dictionary.  

In feature space, unsupervised clustering, such as k-means, is commonly used to build 

a dictionary of cluster centres. 

 

The main Objectives of this paper are as follows: 

• Provide an efficient Feature selection technique using biomarker genes to find out 

whether a person will survive or not. 

• Establish a new method with SSA, if a patient will survive, then the duration is 

more than five years or not. 

• Design an effective technique to predict the overall survival time with lung 

cancer. 

 

5.2. Literature Review 

Because cancer is one of the most lethal diseases in the world, many researchers have 

focused on one of the most important cancer biomarkers, DNA methylation, and 

applied feature selection or feature extraction techniques to its massive data in order 

to improve prediction accuracy by obtaining the best features set that discriminate 

biological samples of different tumour types [203].  

The study provided by Wu et al. [202] is an example of feature selection 

approaches being used in research. This work used a three-step feature selection 

technique based on the properties of clinical DNA methylation data, and the feature 

selection procedure chose many cancer-related and lymph node [98] metastasis-

related gene biomarkers. The findings of the given approach revealed that the 

accuracy of prediction in identifying LN metastasis was much enhanced.  

Furthermore, utilising probe level DNA methylation data, Baur and Bozdag 

developed a unique feature selection method based on sequential forward selection to 

calculate gene centric DNA methylation. The results of the proposed method using 

the K-Nearest Neighbors classification outperformed other algorithms on all metrics, 

and it was able to accurately predict the expression of particular genes using just 

DNA methylation data.  

These DNA methylation-sensitive genes were also found to be overrepresented 

in Gene Ontology concepts relevant to the regulation of numerous biological 
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processes. By picking just the beneficial characteristics from the full feature set, Kaur 

and Kalra [206] verified the relevance of using feature selection to forecast various 

illnesses such as breast cancer, lung cancer, heart disease, and so on.   

The study compared the accuracy and efficiency of several feature selection 

methods, including F-score, Genetic Algorithm, K-means, ReliefF, and SVM-RFE, 

and found that SVM-RFE obtained the best accuracy of 97 percent when utilising 

support vector machine (SVM).  

Furthermore, Singh and Sivabalakrishnan's review [213] demonstrated the 

importance of the feature selection technique in boosting classifier accuracy. This 

analysis revealed that each feature selection method behaves differently and has its 

own set of benefits and drawbacks. The research discovered a hybridization of the 

feature selection elimination technique and a machine learning algorithm based on 

Random Forest.  

This study intended to develop a two-stage computer-aided diagnostic system to 

identify benign from malignant breast tumours, with the first stage of the proposed 

system performing a data reduction procedure in preparation for the second stage's 

learning algorithm.  

The suggested technique of this study beat other studies in the test phase, with 

classification accuracy of 99.82 percent and 99.70 percent, respectively. Recent 

research, on the other hand, focused only on feature extraction approaches in order to 

speed up and increase prediction accuracy.  

 For example, authors [204] proposed a feature extraction approach called 

Optimal Mean based Block Robust Feature Extraction method (OMBRFE) to extract 

feature genes to predict colorectal cancer [69] illness based on gene expression data.  

To minimise the high dimensionality of the data, the suggested feature extraction 

technique in this paper relied on singular value decomposition (SVD). The findings 

showed that the OMBRFE is a useful tool for identifying feature genes, and the 

extracted genes were found to be closely linked to advanced colorectal cancer in 

clinical stages.  

 Liu et al. [205] have developed a unique feature extraction technique for 

reliable illness prediction called iterative Pearson's correlation coefficient (iPcc).  

By iteratively using Pearson's correlation coefficient, this study created a set of new 

characteristics for samples based on gene expression profiles. Despite the huge 
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number of extracted features and the time it took to get them in this investigation, the 

number of extracted features was equal to the number of samples. 

 

The following gaps were identified during the literature review and incorporated into 

this paper:  

(a) The current work offers a fundamental SSA framework for low-dimension 

optimization issues that can be expanded to large-scale optimization and 

constrained optimization situation.  

(b) In addition, multi-objective optimization issues may be solved using SSA. The 

suggested approach may also be used to resolve NP-hard real-world combinatorial 

optimization issues. 

 

5.3. Proposed Approach 

5.3.1 Squirrel search algorithm 

When flying squirrels start foraging, the search process begins. Squirrels hunt for 

food resources by gliding from one tree to the next during the warm season (fall). 

They switch locations and explore different parts of the forest while doing so. 

Because the climatic circumstances are hot enough, they can satisfy their daily energy 

demands more rapidly by eating acorns, which are plentiful, and they eat acorns as 

soon as they discover them. They begin looking for the best food source for the 

winter when they have met their daily energy requirements (hickory nuts Storage of 

hickory nuts will aid them in meeting their energy needs in adverse weather, reducing 

the need for costly foraging excursions) and therefore increasing their chances of 

survival.  

 In deciduous woods, a decrease of leaf cover during the winter increases the 

risk of predation, thus they become less active but do not hibernate. Flying squirrels 

become active again at the conclusion of the winter season. This is a continuous 

process that lasts the whole lifespan of a flying squirrel and is the basis of SSA. The 

following assumptions are taken into account when simplifying the mathematical 

model: 

1. In a deciduous forest, there are n flying squirrels, and each squirrel is considered 

to be on one tree. 

2. Each flying squirrel seeks for food on their own and makes the most use of the 

food resources available to them by showing a dynamic foraging behaviour. 
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3. There are only three sorts of trees in the forest: regular trees, oak trees (food 

source for acorn nuts), and hickory trees (hickory nuts food source). 

4. Three oak trees and one hickory tree are believed to be present in the woodland 

region under examination. The number of squirrels in this study, n, is taken to be 

50. With 1 hickory nut tree and 3 acorn nut trees, 4 nutritious food resources (Nfs) 

are evaluated, whereas 46 trees have no food source. That is, 92 percent of the 

entire squirrel population is on regular trees, with the rest relying on food sources. 

However, given one ideal winter food source, the number of food resources can 

be changed according to the restriction 1 Nfs n where Nfs Z>0. 

5. A vector identifies the position of a flying squirrel in a d-dimensional search 

space. With the ability to change their location vectors, flying squirrels are able to 

glide across one-dimensional and two-dimensional search space. The following 

diagram depicts the SSA process. 
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Fig. 5.1 – SSA implementation method [210]. 

 

Pseudo code for SSA  

Begin: 

Define the input criteria  

Random positions for n number of floating squirrels using Eq. (1) 

Calculate fitness of each floating squirrel’s position 

Sort the positions of floating squirrels in increasing order based upon fitness value 

Announce floating squirrels on hickory normal trees, acorn trees and nut tree 

At Random elect some floating squirrels moving from normal trees t hickory nut tree 

and the rest will move facing acorn trees 
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while(the stopping requirement is not met) 

 

 For t=1 to n1 (n1=total floating squirrels coming towards hickory nut tree  from 

acorn                    trees) 

      ifR1 ≥ Pdp 

 𝐹𝑆𝑎𝑡
𝑡+1  = 𝐹𝑆𝑎𝑡

𝑡  +  𝑑𝑔 ×  𝐺𝑐 ×  (𝐹𝑆ℎ𝑡
𝑡 − 𝐹𝑆𝑎𝑡

𝑡 ) 

else      

                                        𝐹𝑆𝑎𝑡
𝑡+1 = a random location of search area 

end 

end 

 

Fort=1 to n2 (n2=total floating squirrels on normal trees travelling in the direction of acorn trees) 

ifR2 ≥ Pdp 

 

                                   𝐹𝑆𝑛𝑡
𝑡   = 𝐹𝑆𝑛𝑡

𝑡  +  𝑑𝑔 ×  𝐺𝑐 ×  (𝐹𝑆𝑎𝑡
𝑡 − 𝐹𝑆𝑛𝑡

𝑡 ) 

else 

 

                                  𝐹𝑆𝑛𝑡
𝑡+1 = a random location of search area 

end 

end 

 

For t=1 to n3 (n3=total floating squirrels on normal trees travelling in the direction of hickory nut 

tree) 

ifR3 ≥ Pdp 

 

                                  𝐹𝑆𝑛𝑡
𝑡+1   = 𝐹𝑆𝑛𝑡

𝑡  +  𝑑𝑔 ×  𝐺𝑐 ×  (𝐹𝑆ℎ𝑡
𝑡 − 𝐹𝑆𝑛𝑡

𝑡 ) 

Else 

 

                                  𝐹𝑆𝑛𝑡
𝑡+1 = a random location of search area 

end 

end 

 

      Evaluate seasonal constant (Sc) using equation (7) 

if (condition for Seasonal monitoring  is met) 

    Randomly repositioned floating squirrels  

end 
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Update the lowest value of seasonal constant 

  

End 

 

The position of squirrel on hickory tree is the concluding best solution 

 

End 

 

5.3.2 Implementation of SSA, like other population-based algorithms, starts with a 

random beginning position of flying squirrels. In a d-dimensional search space, the 

location of a flying squirrel is represented by a vector. As a result, flying squirrels 

may modify their position vectors and glide through 1-D, 2-D, 3-D, or hyper-

dimensional search space. 

5.3.2.1 Dataset. The dataset used in this paper is imported from Kaggle and other 

online resources including Wisconsin Prognostic Lung Cancer sub-directory, which 

over 100 occurrences. The cancer cell nuclei are characterized in terms of their 

individual properties such as radial distance (mean of distances from the centre to 

points on the perimeter), opacity (standard deviation of grey scale values), distance 

from the ground, location, ease of use (local variation in radius lengths).  

 The degree of compactness is measured in convexity, rounded corners, 

synchronicity. Findings are the average, standard error, and "worst," or worst (the 

mean of the three largest values),". One lung cancer patient's follow-up data is 

included in each record. 

5.3.2.2. Algorithm Descriptions for Classification Algorithms: To test their accuracy 

in predicting lung cancer survival, researchers used the Lung Cancer Dataset to 

compare three well-known classification algorithms for the prediction model: naive 

Bayes, quick decision tree learner, and K-nearest neighbour. Algorithms are 

described in the following paragraphs. 

5.3.3.3 An Algorithm by Naive Bayes: Both supervised learning and statistical 

classification are represented by the Bayesian classification approach. Because it 

takes a probabilistic model as a foundation, may use probabilities to quantify 

uncertainty in the model. It is capable of diagnosing and forecasting issues. 

According to Thomas Bayes (1702-1761), the Bayes theorem is named after this 

categorization.  
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The practical learning methods provided by Bayesian classification integrate previous 

knowledge and observed data. Many learning algorithms may be better understood 

and evaluated from a Bayesian classification viewpoint. In addition to calculating the 

probability of a hypothesis, it is resistant to noise in the data that is inputted into it. 

5.3.3.4. Quick Decision-Making Algorithm for Tree Learners: "Decision trees 

learning method based on the premise of calculating the information gain with 

entropy" and "minimising the error coming from variance" is the reduced error 

pruning (REP) tree classifier [100]. Iterations of REPTree use regression tree logic to 

produce numerous trees. Finally, it chooses the finest generated tree among the 

others. This approach uses variance and information gain to build a 

regression/decision tree. Additionally, this approach uses a backfitting method to 

prune the tree.  

5.3.3.5. K-Neighbor’s Algorithm: A technique known as K-nearest neighbours (KNN) 

is a supervised classification procedure in which the k-nearest neighbours of a point 

are selected, determined by minimising a similarity measure (e.g., the Euclidean 

distance or Mahalanobis distance).  

 KNN computes the distance of an unlabelled example to the other (labelled) 

instances and calculates the k-nearest neighbours and their associated labels to 

identify the class of the sample. If the unlabelled item isn't named, it is then 

categorised either by majority voting (the dominant class in the area) or by a weighted 

majority, in which points closer to the unlabelled object are given higher weight. 

5.3.3.6 Algorithms for selecting features: Before putting data into a classifier, 

classification requires careful examination of the dataset. To make the categorization 

process simpler, it is recommended that just essential characteristics be considered, 

rather than a large number of useless features. This is why having a wide range of 

approaches for identifying the most important and relevant characteristics is useful.  

Classifiers are also more accurate when they use feature selection to locate the 

most important feature and reduce their burden, which also increases classification 

accuracy. SSA outperforms other current feature selection methods in terms of 

classification accuracy. The following are some of the possible benefits of using SSA 

for feature selection: Various candidate solutions are able to explore different areas of 

solution space in order to find the best possible solution.  

Due to the fact that SSA's solution has a memory and can retain information 

about the solution as it travels around the problem space, it makes an excellent feature 
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selection tool. Its computationally low-cost implementation, while yet delivering 

acceptable performance, contributes to SSA's appeal.  

 

• Rather of focusing on a single answer, SSA considers a wide range of options.  

• SSA is able to handle binary and discrete data sets.  

• In terms of memory and runtime, SSA is superior to other feature selection 

methods.  

 

Using SSA is quick and straightforward, and the results are encouraging. SSA's 

effectiveness is virtually completely unaffected by the problem's size. 

Considering the population is N and Upper bound in the search space is represented 

by FSu whereas lower bound has been represented by FSi. FSi depicts the population 

and i ranges from 1 to N. D represents dimensions and rand represents random 

number. With the help of equation (1) population is initialized. 

 

                                     𝐹𝑆𝑖 =  𝐹𝑆𝑙 +  𝑟𝑎𝑛𝑑(1, 𝐷) ∗ (𝐹𝑆𝑢 − 𝐹𝑆𝑙)                           (1) 

 

Equation (2), (3) & (4) is used to identify the position of the squirrel, whether it is on 

hickory tree, oak tree or regular tree and it can be done with the help of  

 

                 𝐹𝑆𝑎𝑡
𝑡+1  = 𝐹𝑆𝑎𝑡

𝑡  +  𝑑𝑔 ×  𝐺𝑐 ×  (𝐹𝑆ℎ𝑡
𝑡 −  𝐹𝑆𝑎𝑡

𝑡 )     if  R1  >  Pdp         (2) 

 

  𝐹𝑆𝑛𝑡
𝑡   = 𝐹𝑆𝑛𝑡

𝑡  +  𝑑𝑔 ×  𝐺𝑐 ×  (𝐹𝑆𝑎𝑡
𝑡 − 𝐹𝑆𝑛𝑡

𝑡 )        𝑖𝑓 R2 >  Pdp          (3) 

 

 

         𝐹𝑆𝑛𝑡
𝑡+1   = 𝐹𝑆𝑛𝑡

𝑡  +  𝑑𝑔 ×  𝐺𝑐 × (𝐹𝑆ℎ𝑡
𝑡 − 𝐹𝑆𝑛𝑡

𝑡 )      𝑖𝑓 R3 > Pdp                  (4) 

 

Here R is a random variable which lies in between 0 and 1 whereas Pdp depicts 

predator probability of appearance. If r > Pdp it means predator will not appear and 

vice versa, t depicts the current cycle & Gc is 1.9. FSat represents floating squirrels 

on acorn tree, FSnt represents floating squirrels on normal tree and FSht represents 

floating squirrels on hickory tree.  
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In equation (5), dg is the floating space which can be calculated with the help of  

                                                 𝑑𝑔 =   
ℎ𝑔

tan(𝜑)∗ 𝑠𝑓
                                                         (5) 

 In equation (6), hg and sf depict constant value which is 8 and 18 respectively. Now 

tan(𝜑) which is gliding angle will be calculated as 

 

                                          tan(𝜑) =  𝐷/𝐿                                                                 (6) 

 

Where D is the pull strength and L is the lift strength. 

Equation (7) is used to calculate seasonal constant Sc 

                      𝑆 𝑐
𝑡  = √ ∑ (𝐹𝑆𝑎𝑡,𝑘

𝑡  𝑑
𝑘=1 −  𝐹𝑆ℎ𝑡,𝑘)2                                                      (7) 

 

Some of the advantages of selecting features with SSA include the following: In order 

to discover the greatest potential solution, various candidate solutions might explore 

different sections of solution space. SSA's solution is an outstanding feature selection 

tool because it has a memory and can keep knowledge about the solution as it moves 

across the issue space. Because of its computationally low-cost implementation and 

good performance SSA has become a popular choice for many businesses. 

As opposed to concentrating on a single response, the Social Security 

Administration evaluates a broad variety of possibilities. SSA is capable of working 

with both discrete and binary data. SSA is more efficient in terms of memory and 

performance than other feature selection approaches. SSA is easy to use, and the 

results are promising. The scale of the issue has no bearing on SSA's efficacy. 

The implementation of this methodology can be easily understood with the help 

of the model framework Fig. 5.2. It explains that dataset of lung cancer has been 

taken initially and data preprocessing has been performed to clean the dataset. After 

cleaning, Features have been extracted with the help of SSA and on this Naïve bayes 

has been implemented to find the optimal solution whether the lung cancer patient 

could survive for more than 5 years or not. 
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Fig. 5.2 – Model Framework-2 

 

5.4. Experimental Results 

The dataset is also available at https://archive.ics.uci.edu/ml/datasets/lung+cancer 

[212][access time – 17 Jan 2021] , which was randomly split into two sets: a training 

set and test set in the proportion 80:20. Experiments on each dataset were conducted 

five times in order to ensure the fairness and robustness of the research methodology.  

Fig. 5.3 shows the error percentage value of the proposed work in comparison to 

the existing algorithm. It is seen from Fig. 5.3 that error rate decreases with 

increasing number of iterations. The number of iterations has been taken as an input 

on the X- axis from 0-1000, while error value has been taken on the Y-axis. As 

illustrated, the proposed hybrid approach attained 0.3 less error rate than other 

existing methods. This is due to the optimization of SSA.  

At each step, proposed algorithm has a better performance as compared to the 

existing algorithm. 

https://archive.ics.uci.edu/ml/datasets/lung+cancer


 

 

83 
 

 

Fig. 5.3 – Error rate comparison 

 

Table 5.1 Error rate Comparison 

Error Comparison 

Rounds Random Forest SSR 

0 0.8 0.6 

200 0.8 0.3 

400 0.7 0.1 

600 0.6 0.1 

800 0.5 0.1 

1000 0.4 0.1 

 

It is shown in Fig. 5.4 that the suggested approach is more accurate than the current 

method. Increasing the number of iterations leads to an improvement in accuracy. A 

large part of this may be attributed to SSA's improved performance. Comparing the 

suggested method to the current one, it is better at each stage and achieved better 

accuracy in comparison with existing method.  
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Fig. 5.4 – Accuracy comparison of the proposed work. 

 

Table 5.2 Accuracy Comparison 

 

Accuracy 

Rounds Random Forest SSA 

0 0 0 

200 0.2 0.4 

400 0.4 0.7 

600 0.5 1 

800 0.6 1 

1000 0.7 1 

 

True positive rate comparison of the proposed work is shown in Fig. 5.5. It is evident 

that the true positive rate shows a gradual increase with number of rounds. It shows a 

sudden rise at 600 rounds. The proposed approach has a better true positive rate in 

comparison to the past approach.  
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Fig. 5.5 – True Positive rate of prediction 
 

Table 5.3 True Positive Rate 

 

True Positive Rate 

Rounds Random Forest SSR 

0 0 0 

200 0.1 0.3 

400 0.2 0.6 

600 0.3 0.9 

800 0.4 1 

1000 0.4 1 

 

In the similarity network fusion process of two malignancies, quick convergence may 

be achieved, however in order to meet the criterion for iterating termination, 1,500 

times of iterations are required. 
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The precision and recall are crucial parameters in judging the performance of a 

prediction model. Precision and recall values of the proposed approach are shown in 

Fig. 5.6 and Fig. 5.7 respectively.  

It is clear that as the number of iterations increases, so do the precision which is 

increased. However, the suggested technique outperforms the current strategy in 

terms of accuracy and recall. This is due to the application of SSA. It is evident that 

the Precision rate shows a gradual increase with number of rounds. 
 

 

Fig. 5.6 – Precision value of the proposed approach. 

 

Table 5.4 Precision 
 

 

 

 

 

 

        

 

Precision 

Rounds SSR 

0 0 

200 0.2 

400 0.3 

600 0.7 

800 0.9 

1000 1 
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Fig. 5.7 – Recall of the proposed algorithm  

 

Table 5.5 Recall 

Recall Value 

Rounds SSR 

0 0 

200 0.2 

400 0.4 

600 0.58 

800 0.9 

1000 1 
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CHAPTER 6 

Conclusion & Future Scope 

 

The thesis presents a novel approach for cancer classification. An extensive dataset 

has been considered for various cancers and classify them using Naïve Bayes 

classifier. The feature extraction is done using HCTO algorithm. The HCTO 

algorithm is a new and fast converging artificial intelligence tool.  

The proposed approach is simple, less complex, accurate and have a very low 

error percentage, which is crucial in cancer classification. The performance of the 

proposed approach is plotted for accuracy, precision, error rate and classification 

efficacy. The performance is also compared with KNN classifier which is used by 

many researchers in the past for cancer classification. The output shows that the 

proposed approach is fast and more accurate, making it a perfect choice to real life 

cancer detection.  

As a part of our investigation into lung cancer prognosis, this research integrated 

a feature selection method with a classification system. Using feature selection 

approaches to minimise the number of features, it is believed that most classification 

systems may be improved. There are certain factors that have a greater impact on the 

categorization algorithms than others.  

The findings of our tests using a well-known classification technique, namely 

naive Bayes, SSA, have been provided. As a result, naïve Bayes provided superior 

output without SSA, but SSA enhanced performance. New algorithms and feature 

selection strategies will be tested in the future as part of this research. Our 

experiments will include both cluster and ensemble methods. A machine learning 

based web application or Android application can be developed for the user benefits. 
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