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ABSTRACT 

 

In real-time environment, the detection of motion-based object is detected 

against challenging issues i.e. cluttered background. Practically, the desirable 

results are hard to obtain due to challenging issues such as dynamic background, 

illumination variation, floating or spouting water etc. The identification, 

detection, tracking and recognition is a crucial area of research in the area of 

computer vision that plays smart decision-based roles for intelligent video 

surveillance system, intelligent transportation, indoor-outdoor, virtual reality, 

medical diagnosis, robot vision navigation, law and enforcement, security, 

border monitoring, and many more. With the advent of technological 

advancements and availability of enormous data in the form of audios, videos, 

text and other forms. Artificial Intelligence emerged as one of the most 

significant technologies that simulates human intelligence through computers 

and several algorithms. Computer vision is one of the prime domains that enables 

to derive meaningful and crisp information from digital media. It includes several 

sub domains such as facial recognition, pattern detection, image classification, 

object detection and many others. Many vision-based applications such as traffic 

controlling, action recognition, human behavior analysis, industrial inspection, 

an intelligent surveillance are important issues for the researchers and 

industrialists in the modern days.  

This work presents the study of object detection in videos or continuous 

sequence of frames captured by the static camera. The thesis will make the clear 

image of comparison of object detection methods performed in prior researches. 

The main focus is on the real time application areas of video surveillance and the 

concerning challenges in the respective areas in near future. All the background 

modeling techniques and their sub categories studied and implemented by 

various authors is mentioned in literature. It also depicts the major challenging 

issues available in real-time environments. 
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The significant aim of the proposed work is to develop an adaptive method 

to compute the threshold during run-time and update it adaptively for each pixel 

in testing phase. It classifies motion-oriented pixels from the scene for moving 

object using background subtraction and enhanced using post processing. The 

main objective is to focus and study the problematic video data captured through 

camera sensor, to handle challenging issues available in real-time video scene 

and to develop a background subtraction method and update the background 

model adaptively for moving object detection. 

Presently, the vehicle detection and tracking in intelligent transportation 

system is a highly active area. The proposed work also resolves the above 

problems and delivers solutions for the enhancement of the transportation system 

and the automobile industry. So, the work investigates a method using Google’s 

firebase platform (as a cloud service) and a background subtraction method for 

moving vehicle detection and tracking in a foggy environment. Here, the 

Google’s Firebox storage (Pyrebase API) is used for the storage of video that 

provides authentication and storage services. The moving vehicle is detected 

using the background subtraction method for considered video followed by post-

processing.  

Detection and correctly tracking the moving objects in a video streaming are 

still a challenging problem. Due to the high density of vehicles, it is difficult to 

identify the correct objects on the roads. In this work, we have used a YOLO.v5 

(You Only Look Once) algorithm to identify the different objects on road, such 

as trucks, cars, trams, and vans which results that the proposed approach attains 

improved results as compared to state-of-the-art approaches which is another 

contribution of the thesis. 
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1 INTRODUCTION 

This chapter paraphrases the concepts of the terminologies used throughout 

the thesis. The conceptual meaning of image processing, computer vision, 

video tracking, object detection and video surveillance are well expressed. 

The chapter also describes the real time application areas of object detection 

and the challenges faced by the cameras to capture the clear image of the 

object. Later in the chapter the motivation and the objective of this work are 

explained followed by the organization of the thesis. 

1.1 Computer Vision 

Digital camera is the term used to capture an image or record the sequence 

of frames, a video. Object detection or tracking is the term which comes in 

mind after digital camera. The branch of computer science that comes in 

place of human vision is named as computer vision which obviously is 

related to some knowledgeable data extraction from an image or video. The 

two contradictory terms image processing and computer vision are 

sometimes considered as the same or rather interchangeable concepts. 

 Let’s consider these terms one by one, they are at times used in a very 

common way. Image processing focus on processing the images by certain 

transformations like smoothening of image, increasing brightness or 

contrast of the image and detecting or highlighting edges of an image. Image 

processing take input as an image and reverts output as an image only. On 

the other hand, computer vision is used to retrieve information or features 

from an image. Computer vision takes input as an image but the output is 

the information regarding the image which is obviously taken out with the 
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help of image processing techniques. Thus, computer vision is dependent 

on the image processing techniques. Figure 1 describes the difference 

between image processing and computer vision. 

 

Figure 1.1 - Image processing and computer vision 

In many real-time scenarios the computer is taking a dig on human vision, 

there are areas where human eyes fail to work. Computer Science from few 

decades is trying to give visual system to machines. Since 1860 when the 

first photographic camera was invented now it’s almost 200 years and the 

research is to make a machine work with better accuracy than that of the 

human. Computer vision is increasingly taking complex challenges by 

including machine learning, artificial intelligence, deep learning to analyze 

more complex images with better accuracy. 

1.2 Object Detection 

Object detection is precised as computer vision and image processing 

technical approach which allows detecting, locating as well as identifying 
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the objects in an image or video. Every object has its own feature, so 

classification of the object by analyzing the features of the object is also the 

part of object detection.  The type of the object whether it is a human, car, 

building, animal, etc., the count of the objects is located in the scene comes 

under features of the objects. Several methods of object detection are 

performed by n-number of researchers. Basic background modeling, fuzzy 

background modeling, statistical background modeling, background 

estimation are the types of background modeling. Object detection methods 

are also based on artificial intelligence and deep learning, but background 

modeling is the most simple and efficient method used to detect the objects. 

In machine learning the first necessity is to define the features using the 

techniques like support vector machine (SVM) for classification, while deep 

learning is based on the techniques like CNN (convolutional neural 

network), RNN, Faster R-CNN, Retina-net, YOLO are able to so end to end 

object detection without defining features that much specifically. 

1.3 Object Tracking 

Traffic surveillance system is the most important aspect of video tracking. 

Background modeling and foreground object detection plays important role 

in video surveillance system. Static camera or moving camera captures the 

videos, inherent changes like waving trees; unconditional weather, water 

surfaces, etc. may vary as background is not completely stationary. Optical 

flow algorithms calculate and analysis of each pixel motion within two 

image sequences or frames. Edge detection detects the regions or edges by 

edge detector algorithms to detect and classify vehicles in traffic. Figure 2 

describes the object tracking method by a flowchart, the video sequences 
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are passed then the machine asks whether it is an initial image or not if the 

yes the it is a background image otherwise the background subtraction 

techniques are applied that further do foreground segmentation, then if the 

object is detected it is tracked but if the object is not detected then again it 

comes to background modeling or creating the background image. 

 

Figure 1.2 Flowchart showing object tracking process 

1.4 Application Areas 

Today computer vision is playing a revolutionary role in many industries 

like transport, medical sciences, agriculture, security, retail, banking, etc. 

Various real time applications that require the object detection and tracking 

as the part of their work in everyday life are been described as under. The 
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detailed explanations of several real time systems are covered in this 

section. It can be applied in various applications like: 

1.4.1 Indoor outdoor surveillance 

For the state of security of any market or industry the examining team is 

there, that is sitting in one control room and can visualize as many activities 

as many cameras are connected. 

 

Figure 1.3 The man sitting in control room for surveillance of indoor and 

outdoor activities 
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1.4.2 Target detection 

 Target detection is the very essential task in video surveillance. Target 

detection technique is followed by object detection and tracking of moving 

objects. This is to analyze the motion of the moving objects efficiently. 

 

Figure 1.4 Target detection 

1.4.3 Traffic monitoring and analysis 

 Traffic surveillance is the most attracted application area by computer 

vision. Traffic monitoring needs to detect the vehicles and further to classify 

them. Traffic analysis gives results like speeding vehicles, gap detection, 
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stopped vehicles detection, detection of vehicles coming from wrong 

direction. 

 

Figure 1.5 The traffic surveillance 

1.4.4 Abandoned object detection 

 From past few decades abandoned object detection has become the wide 

are of research. In video surveillance the scenario of moving object 

identifies the stationary objects which are called the abandoned object. This 

application is very active and desirable in public places like hospitals, 

railway stations and airports. These are the places at potential risks so the 

monitoring of abandoned objects is at high priority in such places. 
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Figure 1.6 The detection of abandoned object 

1.4.5 Logo or packaging detection 

 In packaging industries, the monitoring of the various objects which are 

been packed is required. Like the packaging of any medicine tablet whether 

there is no packaging defect in the packet. This area needs high accuracy 

and efficient algorithms of object detection and tracking to maintain the 

product quality, because it is the direct and effective carrier for any brand. 

In industries like cosmetics and food packaging, this is the first impression 

for the brand. 



 

16 

 

 

Figure 1.7 The detection of abandoned object 

1.4.6 Defense 

Military is the most updated version of technology. Every country serves 

the best technology to its army, so is the computer vision best enabled in 

this sector. This is used to detect the enemy troops; it helps in target 

detection and tracking to shoot or take any action or just to spy on enemy. 

The all-time surveillance is required with the high quality devices and the 

most advanced object detection and tracking algorithms. 

 

Figure 1.8 The troops and the arms(guns) are detected. 
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1.4.7 Activity Analysis 

 Computer vision serves activity recognition as an important application in 

many areas like healthcare and video surveillance. It is the recognition of 

activities by regular observations on some particular actions. As example, 

in a football match the behavioral detection is the part of activity analysis 

whether the player has hit the other player by mistake or knowingly. 

 

Figure 1.9 The tracking of the activity by the different teams in the football 

match 

1.4.8 Thermal Imaging 

This gives the ability to detect in miscellaneous background. It provides 

ability to visualization in dark environment. Leakage detection in gas 

pipeline or underwater leakage and leakages in electric wire are also the 

application of Thermal imaging. Figure below depicts usage of thermal 
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imaging to detect the temperature of human to identify if it is normal or 

abnormal. 

 

Figure 1.10 Thermal Imaging 

This is not the end of the list there are plenty more applications of object 

detection. In airports, railway station, bus stands and shopping complex, the 

suspicious activities are tracked by object detection. And thus, object 

detection plays a crucial role in the real-life scenarios. But there are many 

challenges to be resolved for detecting the object in adverse conditions 

which are listed and briefed in the next portion of the chapter. 

1.5 Challenges 

Video surveillance is the active research area but there are lots of difficulties 

a capturing device face whether background is static or moving. Challenges 

may be related to bad weather conditions, light effects, bad quality of 
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camera. Challenging difficulties come in the way to detect the objects in 

any image or video sequence. The crucial challenging issues in video for 

surveillance are given as: 

1.5.1 Bootstrapping 

If background frames are not available then it is very difficult to detect the 

object because the very first frame is the background. By applying 

background modeling, if there is no frame available as a background then it 

is difficult for the algorithms to detect the original object. Thus, it is very 

big challenge to model a background in such cases. 

 

Figure 1.11 Bootstrapping Methodology 
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1.5.2 Camouflage 

Camouflage is a condition when two objects of the same color are being 

overlapping on each other in the frames and making it difficult to detect the 

actual object. As an example, in agriculture industry the detection of insects 

and warms is very difficult to detect as the color of the leaf or flower on 

which the insect is sitting is of the same color. This makes difficult to detect 

the insect as an object. Many authors have worked in the area to reduce this 

by learning representation of moving objects but it’s still a big challenge in 

the area of object detection and tracking. 

 

Figure 1.12  Different types of camouflage images. 



 

21 

 

1.5.3 Illumination variation 

At different times of days, the lightening effects may vary due to light 

sources, reflection from different sources of light, blockage of light from 

other objects are very challenging difficulties. This lightening impacts the 

object’s appearances which results in false positive detections. Due to these 

reasons lightening consequences are challenging to be handled. Many 

authors as discussed in section 2 have tried various approaches in such areas 

to lessen the challenges of lighting variations. 

 

Figure 1.13 Different times of days have different lighting effects where 

detection is a challenge 
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1.5.4 Foreground aperture 

In this condition the possibility of false negative increases a lot as 

foreground region is having the similar colored region and changes inside 

the foreground region caused by various lightening effects and different 

issues of motion. 

 

Figure 1.14 Frames with foreground aperture and motion in the 

background 

1.5.5 Motion in background 

Background may be of dynamic nature in this condition. There are 

sequences of frames in which the background is changing that makes object 

detection and tracking a challenge. Sometimes the swaying trees, sprouting 
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of water from the fountain or rain, moving flags, etc. detects the false 

positive pixels. 

1.5.6 Occlusion 

Occlusion is the condition in which an object’s some parts are occluded or 

hidden behind the other object. Occlusion may be of two types- partial 

occlusion or complete occlusion. If the objects are hidden partially then the 

term is partial occlusion, while if the object is hidden completely then it is 

termed as complete occlusion. Let’s take an example of a pedestrian 

walking in the street is occluded with the trees besides the street or by the 

cars passing away from the street. Thus, occlusion creates hindrance in 

detecting the actual object, thus makes detection and tracking both a 

challenging difficulty. 

 

Figure 1.15 The partial and fully occluded images are shown. 
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1.6 Motivation and Objective 

The object detection and tracking in video is a challenging problem and has 

been extensively investigated in the last decade. It has various applications 

in numerous fields, such as video compression, video surveillance, human-

computer interaction, video indexing, and retrieval etc. The object detected 

is accompanied with misclassified foreground objects due to illumination 

variation or motion in background. So, an additional work carried out in this 

problem will be, to propose a simple but efficient object detection 

technique, which is invariant in change in illumination or motion in 

background.  

The main motivation evoked from the problematic challenges and 

requirement of real-time based application are: 

• Increasing needs of society for security-surveillance 

applications. 

• Detection and tracking of moving object from problematic 

video data.  

• Real-time based feature extraction from video data for visual 

surveillance system. 

This work contributes to draw a comparison of various techniques of 

background modeling, their advantages and limitations. The study of 

existing research work gave idea of various steps used in background 

subtraction. Background subtraction has four steps – background modeling, 
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threshold generation, background subtraction and background 

maintenances. The threshold generation may be fixed and dynamic. 

Background maintenance is threshold maintenance as per the dynamic 

conditions generated in the scene. Several application areas in the real time 

which keenly substitute computer vision object detection technique as the 

key role instead of human are the major attention of the paper. The 

challenges that come in the way of object detection are well described in 

this thesis.   

Objectives: 

• To investigate a method for moving object detection in dynamic 

environment / illumination variation. 

• To develop a method for moving object detection under foggy / 

snow environment. 

• To improve the existing method for detection and tracking of 

moving object for feature extraction  

1.7 Organization of the thesis 

In this work, chapter 1 explores the introduction of the considered research 

area in various domains and challenges in the real time environment in 

videos as well as static cameras. The chapter 2 discusses the background of 

the area and the various object detection methods. The currently available 

technologies used in object detection and the data set publicly available with 

the Indian Universities and the Laboratories which are actively working in 
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object detection. Chapter 3 focuses on the literature review it also provides 

a comparative study of considered state- of- the- art method. Chapter 4 

investigates a method for moving object detection in dynamic conditions 

such as illumination variation. Chapter 5 proposed the detection of moving 

vehicles in foggy environment using Google’s Firebase. Chapter 6 

introduces a new method for object detection and tracking of moving 

vehicles in the dense traffic area for smart surveillance and chapter 7 

concludes the thesis with the future scope followed by references. 

1.8 Summary 

The chapter summarizes the description of the various parts of computer 

vision related to the area of research. The revolutionary roles of computer 

vision are identified and discussed in the chapter. The various applications 

of object detection in the real time environment are described with suitable 

examples. Based on the applications of the object detection, the challenges 

are also enlisted in the chapter. 
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2 BACKGROUND 

This chapter focuses on the various techniques used for moving object 

detection. Video surveillance, object detection and object tracking are 

precisely introduced in the first part of the chapter followed by detailed 

explanation of object detections techniques. Phase correlation, frame 

differencing, background subtraction, optical flow and probabilistic 

approach are the major techniques used for object detection and are 

appropriately elaborated in this chapter of the thesis. Later part of the 

chapter describes the data set openly available in various institutes and the 

laboratories for object detection. 

2.1 Video surveillance, object detection, object tracking 

The major problem in computer vision is moving object detection (MOD) 

in video surveillance, monitoring, activity recognition for security purposes. 

So, this is to monitor the physical movement of a particular region. The 

methods of moving object detection are background subtraction, frame 

differencing, optical flow and temporal differencing. This particularly 

separates the moving object from the static component that is called 

background and the object is considered as foreground. MOD is an 

elementary as well as an essential step of object detection in computer 

vision. This paper mainly focuses on the background subtraction approach.  

Various state-of-the-art MOD methods have been proposed and they also 

work well in the static camera. But very less work has been carried over in 

the video sequences. In the current work, we have tried to contribute to 

overcome the challenges in static as well as moving cameras. 
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2.2 Object detection techniques 

There are various object detection methods or techniques available for 

different applications. This section explores about the efficient techniques 

used for object detection in video. The techniques phase correlation, frame 

differencing, background subtraction, optical flow, block matching and the 

probabilistic approach are mathematically described below. 

2.2.1 Phase Correlation 

Phase correlation approach is to enumerate the relative translative motion 

between the even (similar) images. This approach is estimated by fast 

Fourier transformation. Mathematical representation of phase correlation 

approach is described as follows: 

Suppose the two input images are, ia and ib. If, we apply hamming window 

function on ia and ib, we will get the reduced edge effects. Now, calculate 

the 2D-fourier transform for ia and ib, 

} , }  

Now, take the complex conjugate to calculate the cross-power spectrum and 

then multiply the Fourier transformation element-wise. 

 

Here, ○is the Hamdard product. 

Now, the cross-power spectrum for index (j, k) is: 
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Then, we apply inverse Fourier transformation to obtain the cross 

correlation shown in the following equation: 

{  } 

Location of the peak is determined in terms of ‘r’ 

{ } 

This is how the phase correlation methods work. So, on the basis of this we 

find some advantages and disadvantages of phase correlation approach 

which are briefed here with. 

Advantages of phase correlation approach 

Every approach is to overcome the less efficient approach, so it has benefits 

over other methods. The following are the benefits of phase correlation 

approach: 

• This method is best suitable in occlusion. 

• This is used to detect the objects in medical imaging. 

• It is more resilient to the noise. 

Disadvantages of phase correlation approach 

Phase correlation technique does have following imitations: 
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• Since the consecutive image will be the simple linear shift of the 

first image, ∆r function will not be simple delta function which may 

reduce the performance of the method. 

• It may give ambiguous results in the output for periodic dataset. 

2.2.2 Frame differencing method 

The most widely used method of object detection is frame differencing 

method it is the type of background subtraction technique. This can only be 

performed if the previous frames are available, since buffers require 

previous frames values. The current frame is subtracted from the past 

available frames. After comparison with the threshold value the background 

and the foreground frame are identified.  

Mathematical representation of frame differencing method: 

For pixel P x and y, the intensity is denoted by I at time t.  

The frame difference for the frames at time t and t-1 are represented as: 

 

Where F.D is the frame difference, now the value of frame difference is 

compared with the value of threshold T as determined as follows: 

 

The value of T is the choice of threshold value, which is may be selected by 

our own parameters and sometimes on hit and trial basis.  
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2.2.3 Background subtraction 

Basic Background Subtraction method is the successor of the frame 

differencing method. The background modeling may or may not be required 

in different scenarios of the datasets. 

The Background subtraction is very popular and efficient technique.  

 

Figure 2.1 Basic background subtraction model 

Background subtraction Mathematical approach 

• Background modeling 

➢ Construction of background frame 

➢ B = AVG of initial 100 frames  

• Threshold generation 

➢ Constant or fixed or global threshold 

➢ Dynamic threshold or adaptive threshold  

• Background subtraction 

➢ Compute difference frame  
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➢ Difference (x, y) =abs (C - B)  

• Background maintenances 

➢ Pixel Classification 

➢  if (Difference (x, y)>=Threshold 

➢  { 

        Pixel (x, y) = 1   i.e. moving pixel 

  }  

           else  

                        { 

                       Pixel (x, y) = 0    i.e. stationary pixel 

                         } 

Advantages of background subtraction method: 

• Simple to implement. 

• Have very low complexity. 

• Very high computational efficiency. 

Disadvantages of background subtraction method: 

• The foreground aperture is major challenging issue. 

• The threshold value is global for all pixels of the frame. 

2.2.4 Optical flow techniques 

Optical flow is the approach for moving object detection. This for moving 

objects in an image with stating as well as when the camera is also in 

motion, such as in drones.  

The mathematical representation of the optical flow methods is: 
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We assume that Intensity I, is constant, in the corresponding frames. 

 

The intensity is taken for two consecutive time frames t and t + δt.  

By using Taylor Series and avoiding higher order terms, the above equation 

reduces to: 

 

 

 

Here, Vx and Vy are the optical flow vectors at the coordinate (x, y, t) 

The value of motion vector is represented as: 

 

Benefits and limitations of the optical flow approach: 

The jitter in the camera is a major challenge for other approaches of object 

detection but optical flow algorithms go well with this. Optical flow is very 

complex for computations and is not costs effective approach. 

 

 

Figure 2.2 Optical flow illustration 
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2.2.5 Probabilistic approach 

This approach accurately quantifies the two types of uncertainties spatial as 

well as semantic. The probabilistic approach is the extension of 

conventional object detection approaches.  

It requires a detector for the following: 

• A category wise distribution of all class labels. 

• A bounding box which is based on mean and covariance to describe 

the top-left and the bottom right corners of the bounding box. 

Representation of bounding box is: 

 

Where µi is mean for multivariate Gaussians and Ʃi is the 

covariance. Probability distribution ‘P’ for the pixels (u,v) is 

represented as: 

 

Here, H is the height and W is the width of the image. 

2.3 Publicly available data sets 

When we talk about dataset, the availability and accessibility matter a lot. 

The following datasets are openly available datasets developed by research 

institutes and the laboratories for the dedicated work on object detection. 

The table defines the parameters of the dataset like the sequences, frame 

size, frame type and the availability of required number of background 

frame. 
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Table 2-1 List of Openly available Data-set 

Dataset  Sequences  
Frame 

size  

Frame 

type  

Availability 

of required 

no. of 

background 

frame  

Change Detection 

[Source: University of Sherbrooke, 

Canada; Changedetection.net] 

Library, Dining Room, 

park, corridor  

320 X 

240  

8-bit 

gray-

scale  

Yes  

CSIR – CSIO: India 

[Source: http://vcipl-

okstate.org/pbvs/bench/] 

Dr. Guoliang Fan at Oklahoma State 

University. 

Hot Ambassador Near, 

Innova  

640 X 

480  

8-bit 

gray-

scale  

No  

OSU – Pedestrian 

[Source: Ohio State University, USA; 

http://vcipl-okstate.org/pbvs/bench/] 

OSU-Padestrian_004  
360 X 

240  

8-bit 

gray-

scale  

No  

Houston-Zoo 

[Source: OSU-Pedestrian Dataset: 

http://www.vcipl.okstate.edu/otcbvs/b

ench/]  

HoustonZoo_Rino_l5b1  
626 X 

360  

8-bit 

gray-

scale  

No 

Microsoft Wall Flower Dataset 
Bootstrap, Camouflage, 

waving trees, time of day  

360 X 

240  

8-bit 

gray-

scale  

Yes  

 

http://vcipl-okstate.org/pbvs/bench/
http://vcipl-okstate.org/pbvs/bench/
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2.4 Summary 

This section of the work is all about the currently available approaches used 

in the object detection. The data set been discussed above is the openly 

available dataset been used by various researchers in their benchmark 

contributions.  
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3 LITERATURE REVIEW 

The chapter paraphrases the literature review of the existing work been in 

progress till now in the area of object detection. The chapter comprises of 

the brief introduction of the area followed by the application areas the 

challenges and the role of Artificial Intelligence, Machine learning and 

Deep learning in the area of computer vision. This portion of the work also 

defines the methods followed by numerous researchers, their advantages, 

disadvantages and the improvements done by them. 

3.1 Introduction 

The gaining of high-level understanding from the images or videos is 

computer vision. It can automate the tasks which the human eyes can do. 

Somehow, it is always not possible for human visuals to reach at every 

place to take a track of the work, like in deep mining activities and border 

security across the border, in any unfavorable climatic condition or 

unsound geographical areas. For such places video surveillance is 

required to be performed. Object detection is the key application in 

computer vision. The object detection may further lead to many more 

applications of computer vision like object tracking, object recognition, 

activity detection or behavioral analysis. In real time scenarios, the 

captured video faces the following problems. 

• Climatic changes such as the weather may be rainy, mist, dusty, 

foggy or sunny. 

• Illumination variation in which light may be dark or too bright. 
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• Background motion which may be due to swaying trees, 

sprinkling of water from fountain or any other moving sources. 

• Noise due to camera hardware. 

Nowadays, manufacturing industries and agricultural department are also 

using video surveillance as there may be many human-made mistakes like 

inattentiveness, double vision or blurred eyes. Detection, identification, 

motion and simultaneous tracking of multiple objects or targets in coastal, 

navy, army, underwater and indoor- outdoor video surveillance system is 

developing effectively in today’s era. Various application areas of video 

surveillance may be manufacturing industry, sea surveillance, restricted 

areas, and leakage detections are tried to be described in Table3.1. 

Table 3-1 Real time applications with description 

Application areas Description 

Agriculture To detect the type and size of the material or objects in 

agriculture is very important for their further classification, so as 

to detect the diseases or classification of breeds. 

Thermal imaging This gives the ability to detect in miscellaneous background. It 

provides ability to visualization in dark environment. Leakage 

detection in gas pipeline or underwater leakage and leakages in 

electric wire are also the application of Thermal imaging. 

Security In detecting the object which may be a crime suspect, the 

behavioral tracking of the suspect can give an alarm. The person 

climbing the fencing can be detected. 
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Manufacturing industry The sorting and assembling in manufacturing industry is a very 

time taking task by human and again carries abnormalities and 

errors, object detection and tracking can ease the manufacturing 

world with less or no abnormalities. 

Packaging industry Packaging industry may include medicine packing and many 

retail objects packing, video surveillance may locate the object 

with no filling or partial filing of the packet. Human visuals may 

not be successful detectors in this industry. 

Mining Mining may be very deep under the earth where the human 

worker or expert is not possibly safe to go inside the deep 

penetrations for mining of coal or any other minerals, 

surveillance through camera is the best way to detect the object 

as much far it is. 

Sea surveillance Sea surveillance by visual cameras is to protect the ship or 

overseas borders, so the navy is alarmed before any danger. 

Restricted zone Restricted zones may be some deep zones, or dense forest zones 

where wild animals or terror activities are performed may be 

tracked by surveillance cameras. 

Transportation Traffic surveillance plays the major role in controlling the 

accidents and over speeding track of the vehicles. If the camera 

is mounted on the vehicle then it is much easy for the driver to 

get alarms as soon as the object, pedestrian or any vehicle is near 

to the vehicle to save it from accident. 

Army Video surveillance in military purposes can reduce the offences 

like crimes in the nation, border security is major job of army 

that can be better controlled by border surveillance by thermal 

imaging or infrared imaging. 
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3.2 MOTIVATION 

In this chapter the motivation is dynamic background as this requires a 

change in consecutive frames due to moving objects. Thus, it needs to 

upgrade the background model every time and then detect the foreground. 

Even in indoor scenes where the environment is controlled, the shadow 

or light effects may be undesired. There are various real time application 

areas of video surveillance like packaging industry, indoor-outdoor 

surveillance, abandoned object detection, mining industry, manufacturing 

industry, agriculture and many more. 

Object detection in videos requires robust system rather it is simple to 

detect an object when the background is static. There are plenty of 

approaches by which object detection may be performed like optical flow, 

background subtraction, filtering techniques. The background subtraction 

is the most used technique and so is to be concerned in this paper also. 

The main goal is to detect the changes between consecutive frames. The 

idea behind this concept is that no prior information is required to classify 

the state of a pixel as a foreground or a background object. So, the main 

objective is to resolve these challenging issues and detect the moving or 

stationary pixels of the scene. 

3.3 LITERATURE WORK 

In earlier decades many researchers have applied non-adaptive methods 

of back grounding which have lots of drawbacks. These methods were 

useful only in highly supervised and short-term applications without 

changes in the video scene. It required manual re-initialization when error 
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occurred. Adaptive back ground averages the image over time. This is 

working in the situations of moving objects (foreground). 

Stauffer and Grimson introduced Gaussian Mixture Model [1] . His work 

attempts to model the value of all the pixels as one type of distribution as 

a mixture of Gaussian. According to the persistence and variance of each, 

they identified the background and foreground colors. Lee developed the 

statistical framework for GMM techniques which increased the 

convergence speed of learning mechanism without compromising model 

stability [2]. 

Haque further proposed a technique to model each pixel of the scene 

independently by a mixture of k Gaussian distributions [3]. Lavanya 

worked effectively on the BGS based scheme for critical background. The 

extraction of foreground pixel was based on Fisher’s ratio-based 

threshold [4]. 

Yadav has improved the GMM by introducing post processing [5] [6]. 

Yadav further improvised for moving object detection in thermal video 

frames by using statistical parameter based BGS method by using 

different threshold Kullback-Leiber divergence-based method. This work 

was divided in three respective stages – (i) Training phase (background 

modeling constructed by trimmed mean based simple averaging method), 

(ii) Testing phase (generating KLD based threshold values, differentiating 

background reference frame and the current frame, classifying the pixels), 

(iii) Enhancement phase (applying morphological filters and image 

processing tools to improve detection quality) [7]. Similarly, Sharma et. 
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al. (2016) [4] has investigated a new concept for moving object detection 

under thermal environment where static camera has been used for 

capturing of video. 

Allili introduced a new improvement by using Bayesian based estimation 

and applied infinite Gaussian mixtures [1] 

Thierry Bouwman then worked on a new approach fuzzy mixture of 

Gaussian (FMOG) whose parameters were based on fuzzy c-mean 

algorithm. This focuses on précised estimation of parameters [8]. Thierry 

Bouwman in his survey proposed the statistical method for background 

modeling is the most used one; he classified the statistical background 

modeling methods according to three generations. This survey also 

classified the improvements as intrinsic improvements and extrinsic 

improvements [3]. 

Zeng et. al. [9] introduces a Type-2 fuzzy set in MOG which is called T2-

MOG for uncertainty [10]. Several authors gave their contribution in 

different background modeling methods. 

Steps involved in Background subtraction techniques are described as- 

i. Background modeling 

ii. Threshold generation 

• Fixed (constant)threshold 

• Dynamic or adaptive threshold 
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iii. Background subtraction 

iv. Background maintenances (updation) 

• Background maintenance 

• Threshold updation or adaptive threshold generation or 

maintenance of threshold as per dynamic condition generated in the 

scene. 

The background subtraction is the process of separation of foreground 

(moving object) from static information. For background subtraction, 

background modeling is the first step. Table 3.2 categorizes the various 

background modeling methods with their respective sub-categories and 

respective authors who contributed in the related researches to provide an 

improved or innovative idea in background modeling. According to the 

study every background modeling method have some drawbacks and 

advantages over other method which are described in Table 3.3 to 

compare the methods. There are numerous advantages and disadvantages 

of any method but a few and needful are summarized here. This may 

somehow contribute to the understanding of the existing methods for 

various background modelling techniques. 
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Table 3-2 Literature Review of background modelling 

Types of 

background 

modeling 

Sub categories of background modeling 

methods 

Authors 

Basic 

background 

modeling 

Mean Median Histogram 

Pixel intensity classification Pixel change 

classification 

 Bouwmans [8] 

Mac Farlane et al. 

[11] 

Zheng et 

al. [12] 

Statistical 

background 

modeling 

Single Gaussian 

Mixture of 

Gaussian Single 

general Gaussian 

Mixture of general 

44Gaussian Kernel Density 

Estimation Support Vector 

Machine Subspace learning 

using PCA Subspace learning 

using ICA 

Subspace learning using INMF 

Wren et al. [13] 

Kim et al. [10] 

Allili et al. [1] 

Elgammal et al 

[14] Lin et al [15] 

Tsai and Lai [16] 

Fuzzy 

background 

modeling 

Fuzzy mixture of Gaussian (FMOG) 

Type-2 Fuzzy Gaussian mixture model 

 T. Bouwman [12] 

Background 

estimation 

Wiener filter 

Kalman filter 

Chebychev filter 

Toyama et al. [17] 

Messelodi et. al.  

[18] 

Chang et. al. [19] 
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Table 3-3 Benefits and Limitations of different background modelling 

Type of background 

modeling 

Advantages Limitations 

Basic background 

modeling 

Easiest method to perform. 

It performs well in static 

background. 

It does not work in 

dynamic Background. 

Statistical background 

modeling 

Most used to their robustness 

to the critical situation. 

Gives good performance. 

Presents a tricky 

parameter optimization 

problem. 

Fuzzy background 

modeling 

FMOG is more robust than 

mixture of Gaussian. 

Works only for 

dynamic backgrounds 

(waving Tree). 

Background estimation It has less trouble with 

frequently changing light 

(illumination variation), 

handles better than mixture of 

Gaussian. Gives more 

accuracy but fewer 

computations. 

Probably not suitable for 

most applications. 

Very less computation is 

carried. 

 

In computer vision detection of moving object is the first step to be done. 

On basis of studying a lot of literature there are too many investigating 

fields contributing a big amount of publications. In Table 3.4 these many 

investigating fields with their respective authors responsible for the 

representation of their publications are indicated. This will eventually 

help the readers to carry forward any of the approach of background 

modeling that works for most robust system and real time application. 
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Table 3-4 Overview of different techniques of object detection 

Techniques Contributions Improvements 

Fuzzy logic based Haque, Murshed, & Paul [3] -Suitable for infrared videos. 

-More robust in case of dynamic 

backgrounds such as waving tree. 

Gaussian based Lucas & Kanade, 1981 [20] 

Kim, Sakamoto, Kitahara, 

Toriyama, & Kogure, 2008 [10] 

Allili et al. [1] 

Medioni et al. [21] 

Zhao et al. [22] 

-Better performance in 

presence of gradual illumination 

changes and shadows. 

-Intrinsic and extrinsic 

improvements. 

Kernel density 

estimation based 

Elgammal & Davis, 2000 [14] 

Pahalawatta et al. [23] 

Orten et al [24] 

Tanaka et al. [25] 

-Deals with multimodal 

backgrounds (water rippling). 

-Many works adopted to reduce 

computation time. 

Optical flow based Sotirios et al. [26] 

Lucas et al. [20] 

-Great work in object 

identification with high accuracy. 

-Optical flow analysis may be 

performed on the series of images 

to determine a description of 

motion. 

Subspace learning Oliver et al. [27] 

Tsai and Lai [16] 

Bucak et al. [28] 

-improvement in presence of 

multimodal background. 

-An intrinsic improvement in 

presence of shadows. 

Deep learning Krishevesky et al. [29] 

Simonyan et al. [30] 

-Background subtraction and 

convolution neural network.  

-Combined for anomaly detection 

in much abnormal object’s 

surveillance. 
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3.4 ROLE OF MACHINE LEARNING, ARTIFICIAL 

INTELLIGENCE AND DEEP LEARNING IN COMPUTER 

VISION 

Over a decade background subtraction has been very effectively and 

frequently used technique for object detection. As discussed in above 

sections many background modeling methods are and were in existence to 

detect the objects for further applications like object tracking, classification, 

extraction or recognition. With the rapid development around artificial 

intelligence, machine learning and deep learning computers are been trained 

to build background models to detect the moving objects. Table 3.5 describes 

various techniques and applications of ML, Deep learning and AI in 

computer vision. 

Table 3-5 Methodology and Application oriented study 

Approach 
Methodology & 

Application 
Details 

 

 

 

 

 

 

Machine Learning in 

Computer Vision 

 

Support Vector 

Machines 

SVM classifier is able to classify the points of the input set into two 
possible classes. 

SVM is a non-parametric method. Therefore, it has the flexibility to 

represent complex functions while at the same time being resilient to 
over fitting. 

 

 

Neural networks 

Neural networks are organized in layers where each unit receives input 
from only the nodes of the next higher layer. 

It is possible to represent any continuous function with arbitrary 

accuracy 

Result is a trained network with adjusted weights capable of processing 
an input and producing output with computed data class. 

 

 
 

Deep learning 

Deep Learning Networks are more complex means of layer 

interconnection and require strong computational power for training. 

Four main architectures types are: 

- Unsupervised Pretrained Networks 

- Convolutional Neural Networks 

- Recurrent Neural Network 

- Recursive Neural Network. 
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Applications 

Machine learning helps computers to understand what they see. It can be 
used in wide variety of areas like below: 

- Agriculture (detecting diseases in crops based on visual symptom) 

- Visual Character Recognition / Generating subtitles for videos 

- Surveillance etc. 

 

 

 

 

 

 

 

 

Deep Learning in 
Computer Vision 

Convolutional Neural 

Networks. 

CNN comprises three main types of neural layers, 

(i) convolutional layers, (ii) pooling layers, and (iii) fully connected 

layers. 

 Every layer of a CNN transforms the input volume to an output volume 

of neuron activation, eventually resulting in a mapping of the input data 

to a 1D feature vector. 

CNNs have been extremely successful in computer vision applications, 
such as face recognition, object detection, powering 

vision in robotics, and self-driving cars. 

 

Deep Belief 

Networks and Deep 

Boltzmann Machines. 

It’s a probabilistic generative model which provide a joint probability 
distribution over observable data and labels. 

DBNs are graphical models which learn to extract a deep hierarchical 

representation of the training data. 

DBNs are appropriate for unsupervised learning since they can be 

trained on unlabeled data. 

 

 

 

 
Applications 

1) Object Detection: Approaches following the Regions with CNN 
paradigm usually have good detection accuracies. 

2) Face Recognition: Google’s FaceNet and Facebook’s Deep- Face 

are both based on CNNs. 

3) Action and Activity Recognition: In the authors successfully 

employ a CNN-based approach for activity recognition in beach 

volleyball 

4) Human Pose Estimation 

 
 

 

 
 

 

 

 

Artificial Intelligence 

in Computer Vision 

 
 

 

 

Fuzzy logic 

It is an extension of conventional set theory that deals with the concept 
of partial truth. It aims to model the vagueness and ambiguity in 

complex systems. 

To perform image processing using fuzzy logic, three stages must occur 

- image fuzzification: To modify the values of a specific data set or 

image 

- fuzzy clustering: Used to modify the membership values once image 

data are transformed from fuzzification 

- defuzzification: Decoding of the results 

 
 

 

Genetic algorithm 

A genetic algorithm operates in three stages: 

- Build and maintain a population of solutions to a problem 

- Choose the better solutions for recombination with each other 

- Use their offspring to replace poorer solutions. 

Typically use the mechanisms of crossover and mutation and work 

towards obtaining global optimum. 

 

Applications Can be used in vide variety of fields like Natural Sciences, Biological 

Sciences, Industry, Management and Engineering etc. 
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3.5 CHALLENGING ISSUES 

Moving object detection from video sequences is not an easy task. There 

are lots of difficulties or challenges faced by the camera to capture the 

sequences. Thierry bouwman in his survey presented all the challenges in 

detail. Some of the challenges faced by the camera are briefed as follows: 

• Illumination Variation: Lightening situations of the target scene 

might always not accordingly. The appearance of the object changes due 

to motion of light sources like weather conditions – sunny, foggy, rainy, 

mist, windy in outdoor scenes, on and off of light in indoor scenes, 

reflection from sun or any other bright source. 

• Occlusion: The target might get occluded by some other 

objects. Occlusion may be partial or complete, if partial part is occluded 

or hidden then it is partial occlusion but if full object is hidden then it is 

called complete occlusion. The pedestrian may be occluded by trees. This 

is a challenge to detect the object if it is occluded by the background either 

partially or completely. 

• Complex background: In outdoor scenes nature may be variable 

every now and then such as waving trees, sprinkles of water from 

fountain, movement of clouds is highly variable so these movements are 

non-periodic and not in control of camera and thus challenging for 

background modeling. 

• Shadows: Occurrence of shadow is part of illumination 

variation; it may be of different size at different times of the day. This is 
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again a complicated task to detect object. 

• Camouflage: The camouflage is somehow related to partial 

occlusion but camouflage foreground is subsumed by the background. 

This causes difficulty to categorize background and foreground. 

• Bootstrapping: This is a scenario when background frames are 

unavailable this becomes critical situation to model the background. 

• Foreground Aperture: This is the condition where foreground 

region has the uniform color region as that of the background; this 

increases the possibility of false negative. 

3.6 Summary 

The background modeling is the basic and most important task in 

background subtraction technique for object detection. The chapter 

covers all the advantages and limitations of background modeling 

methods studied in the literature. Based on these limitations some 

challenging issues are described in the area od object detection for smart 

surveillance system. 
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4 INTELLIGENT TECHNIQUE FOR MOVING 

OBJECT DETECTION FROM PROBLEMATIC 

VIDEO CAPTURED THROUGH CAMERA SENSOR 

According to the huge demand of surveillance system, the society is towards 

an intelligent video surveillance system that detect and track the moving 

objects (person, vehicle or animal) using surveillance cameras (CCTV, IP 

or Spy etc.). So, this chapter has developed an adaptive background 

subtraction method to handle such challenging problems. The chapter 

focuses the problematic video data captured through camera sensors to 

handle challenging issues available in real-time video scene. This chapter 

demonstrates better performance of the proposed method as compare to 

state-of-the-art methods. 

4.1 Introduction 

In real-time environment, the detection of motion-based object is detected 

against challenging issues i.e. cluttered background. Practically, the 

desirable results are hard to obtain due to challenging issues such as 

dynamic background, illumination variation, floating or spouting water etc. 

Various researchers, scientists focus on challenging issue of cluttered 

background such as waving trees, spouting or rippling water etc. [33], [34]. 

This chapter work developed a statistical feature-based background 

subtraction method for moving object. 

The identification, detection, tracking and recognition is a crucial area of 

research in the area of computer vision that plays smart decision based roles 

for intelligent video surveillance system, intelligent transportation, indoor-
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outdoor, virtual reality, medical diagnosis, robot vision navigation, law and 

enforcement, security, border monitoring, and many more [35] [36]. Now a 

days, various kinds of cameras are available which work in different-2 

degrees of movement and autonomy but in reality, various kinds of 

problems are raised in real time situation such as motion in background, 

blur cases of motion, illumination variation related issues, occlusion, 

change of real world 3D information into 2D video frames, hard ware noise 

and shadow etc. [37] [38] [39]. In most of the outdoor-indoor environment, 

the major issues are occurred due to light variation, shadow, and motion in 

background [40] [41] [42]. So, the appearance of moving object diverts and 

variation effect on precision of outcome. Thus, developing a delight method 

for motion detection against above challenging issues is very important. 

In literature various kind of background subtraction and other method are 

available. This research work also aims to focus on the background 

subtraction based solution to cope-up with such challenges [43] [44] [45] 

[46] . This work also aims to experiment over publicly available datasets 

which are captured through fixed (static) camera. In this work the 

background subtraction method focuses on the motion information 

available in the video frame [47] [48] [49] [50] [51] . 

Bigdata in Video based surveillance system: 

The proliferation of multimedia devices generates an unprecedented large 

amount of video data over the Internet of Things (IoT) using camera 

sensors. The choice of appropriate sensor helps to achieve better quality 

videos. Consequently, now-a-days, the world has entered into the era of 
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video based Bigdata. Currently, due to the enhancements in recent cloud 

and distributed computing-based technologies, several researchers, 

computer scientists are focusing on the video based Bigdata analytics 

specially in the cloud. The video based Bigdata analytics community and 

industries are looking towards an effective framework using current 

technology as per market trends. However, this research work is too limited 

and providing a brief survey of recent research work on video big data 

analytics in the cloud and analysis of a large amount of video data, main 

opportunities, major challenges, and promising research directions [52] 

[51]. One promising direction for delivering solutions on video big data 

veracity are various techniques and research methods which are also 

capable enough to assess the credibility of video data sources so that 

filtering can be applied over untrustworthy video data. Another way is to is 

to develop novel ML models which effectively inferences with defective 

captured video data [52]. Main task is to capture video frames using suitable 

image sensor inbuilt with CCTV/IP cameras, action cameras, smart phones, 

mirror less systems, DSLRs and purpose-built video cameras. They all 

shoot video in completely different ways and some are much better such as 

DSLRs, IP and CCTV. In case of security surveillance system, a camera 

continuously captures video sequences and can be considered as BigData 

that has high volume, high velocity, and variety of scenes. 

Still, numerous factors affect video big data analytics performance in the 

cloud, and moreover experimentation of such a comprehensive evaluation 

for all considered use cases are almost near impossible in terms of accuracy, 

storage, speed, and resources etc that effects performance [53] [54] [55] 
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[56]. The video sequences captured are stored in storage devices or 

continuously processed for analytical purpose [57] [58] [59] [60] . 

Moreover, this work focuses developing a solution for moving object 

detection and tracking over problematic datasets which are available 

publicly for academic and research purpose [50] [51] [60]. 

This work focuses on the data captured through camera sensors (Image, 

Video, Signal etc) and handles the real-time challenges faced by various 

electronics, computer vision and multimedia industries who are working for 

developing solutions for surveillance and security. Because, currently 

everyone is looking for safety, security, monitoring of activities/events 

through video surveillance. It is used by almost all reputed events (in-house 

or among countries), industries, indoor-outdoor, border, traffic, 

transportation, school, colleges, banks, stations, underwater, coal/gold 

mining etc. So, in brief, this is highly recommended for industrial purpose 

due to huge demand of society. Now-a-days, cloud is also used to store data 

stream from sensory devices and we have to do the needful analytics over 

such data using cloud environment too. 

The significant contribution of this work is to develop an adaptive method 

to compute the threshold during run-time and update it adaptively for each 

pixel in testing phase. Its aim is to classify motion-oriented pixels from the 

scene to moving object using background subtraction and image processing 

techniques. The post processing steps enhance the detection quality of the 

focused outcomes. 
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4.2 Literature review 

Stauffer et.al. [40] has proposed a GMM based concept for background and 

foreground separation in real time. Here an adaptive mixture model was 

developed using Gaussian distribution for background pixel classification. 

This work contains two valuable parameters (i) Learning rate (infinity), (ii) 

Fixed Threshold T i.e. proportion of data accounted for background. This 

method deals with repetitive motion and lighting variation in the 

background. This paper work depicts a robust method for moving object 

detection. 

Mahfuzul et.al. [41] has improved the GMM based method investigated by 

Stauffer et. al. In this work, author has improved the threshold for pixel 

classification and its dependency on learning rate. These methods are more 

robust and demonstrate better qualitative and quantitative results against its 

peer methods. It also deals dynamic and lighting variation issues. 

Ka Ki Ng et.al. [42] proposed a simple background subtraction method 

using simple mean-based background model & background subtraction. 

This method performs when there is no illumination variation in 

background. It also performs and generates better results. 

Zhou et.al. [61] has developed a DECOLOR method to deal with 

illumination, motion of background. This method was experimented over 

various datasets and compared with numerous methods and demonstrates 

better performance. This method also depicts its limitation along with 

hardware feasibility and possibility in the practical real time environment.  
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Rai et. al. [46] has developed a method for moving object detection in 

thermal video frames using Kullback-Leibler divergence. This work  [62] 

demonstrates better performance. 

Kajo et. al. [47] has focused on few challenging and problematic tasks such 

as stopped car detection, abandoned luggage detection and stationary 

foreground objects (SFOs) for detection and classification in real time. This 

research work decomposes the video tensor spatiotemporally and divides it 

into foreground and background components using singular value 

decomposition. 

Park et. al. [48]) has proposed an efficient method that distinguished stolen 

objects, abandoned objects, and ghost regions in video scene. This work has 

been experimented over own dataset focusing on the challenging issues and 

is more suitable for open environments such as exhibition halls and public 

parks for delivering security services. Amin et. al. [63] has investigated a 

novel object association technique using convolution neural network and 

also developed a framework for abandoned object localization along with 

the identification of the owner. This method was experimented over 

publicly available datasets and their own newly developed dataset and 

demonstrates exceptionally well performance.  

Kim et. al. [63] has suggested a deep learning-based detection method for 

outdoor environments and is robust to illumination variations and ghost 

effects.  
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Liu et. al. [9] has developed a YOLO based deep learning model that is 

experimented over ABODA database for detecting abandoned objects and 

is more robust to illumination variation available in the scene. 

4.3 Proposed Work 

In this chapter, the proposed method has been accomplished using the 

following sections:  

• Background model construction  

• Automatic generation of threshold  

• Background subtraction 

• Maintenance of background model  

• Post-processing 

This section explored the working procedure of the proposed work as 

mentioned through the following steps depicted in the following flow 

diagram shown in Figure 4.1. 
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Figure 4.1 Flow diagram depicting the work flow of proposed model 
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4.3.1 Background Model Construction  

The initial step of this paper work is to construct a reference frame or 

background model. During modeling of background frame is experimented 

over initial few frames i.e. k = 100 frames. The proposed model is 

constructed using initial k frames through evaluating an average of 

considered k frames. So, the constructed background model is developed 

using the following equation. 

Bk+1(x) = 1/p * (Bk(x) + Bk-1(x))                                             … (1)
 

Here, Bk+1(x) is the constructed reference frame or background model. 

 

4.3.2 Automatic Generation of Threshold 

The main task is to compute an appropriate threshold automatically during 

testing stage at run time for pixel classification. The automatically 

computed threshold helps for classification of stationary as well as moving 

pixels from a scene. 

Th = [In(x) + (Bn(x))] /p
                                                                       (2)

 

• Here, the current frame is represented by In(x) and constructed 

background model is depicted using BMn(x)), these are helpful for 

evaluating the threshold automatically without external support. 
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• Background Subtraction 

In this step, a difference frame (i.e. Dn(x)) is computed by subtracting the 

test frame or current frame (In(x)) and background frame (Bn(x)). Here, this 

work focuses on the absolute difference of every pixel of both frames as 

mentioned in the following equation (3). 

Dn(x) = |In(x)–Bn(x)|                                                .... (3)
 

• Adaptive Maintenance of Background Model  

Here, the background model is updated for each pixel of every frame during 

each iteration during execution process. The maintenance of model cause 

minor fluctuation, dynamic situations, gradual illumination variations, dust, 

mist, cloudy, foggy, haze related challenging issues are minimized and can 

be handled.  

Bn(x) = |In(x) + Bn-1(x)| / 2                                                            ..... (4) 

So, this threshold helps us to classify the motion-oriented pixels more 

correctly if there is change in environment, illumination, of dynamic 

challenge occurred after some time and keep it updated adaptively for every 

test frame.  

4.3.3 Post Processing 

The post-processing step is applied to enhance the detection quality after 

classifying pixels. It minimizes the false classification and improves the 
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accuracy of the classification model. The main steps involved for post-

processing are given below. 

• Compute labeling, connected component and remove 

outliers. 

• Erosion with structure element of disk type and default 

connectivity. 

• Hole filling operation. 

• Dilation operation. 

• Erosion operation. 

 

4.4 Experimental Setup: Materials and Methods 

In this work, the video data is captured through camera sensors. This data 

has been developed by Microsoft and change detection community for 

problematic scenario such as numerous environmental effects, illumination 

variation, dynamic nature, fog, thermal, rain, etc. The experimental results 

and analysis of proposed work processed over Microsoft’s Wallflower 

dataset (camouflage, waving trees and foreground aperture sequences) and 

one Library sequence of change detection dataset. These communities 

provided such problematic video sequences are freely available for public 

use for specially for non-commercial purpose. The frame size is 320×240 

and available in gray format and the experimental work is analyzed over 
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Matlab 2014b platform and Windows 8.1 operating system. The proposed 

work is configured with above mentioned software and is executed over 

hardware of Intel (R) core-2 duo processor having speed of 2.33 GHz and 

8 GB RAM. The results analysis is processed in two steps namely: (i) 

Qualitative analysis (visual results, Figure 4.2), (ii) Quantitative analysis 

(numeric values, Table-4.1) and the idea of graphical abstract inherited from 

Kumar et. al.  

 

4.5 Qualitative Analysis 

This section discussed about the qualitative analysis of proposed work and 

its comparison with considered state-of-the-art methods over freely 

available Microsoft’s Wallflower Dataset [64], Change Detection Dataset 

[65]. This work is experimented over both colored and thermal video 

datasets and which are converted into gray-scale format. The qualitative 

analysis and their results are shown in the Figure 4.2, where library (results 

of thermal data) and other color video frame sequences are considered here. 

Such work is also applicable in various exciting applications of colored as 

well as thermal scenarios such as video based smart surveillance, aerial 

thermography, Traffic analysis, healthcare, restricted zones, Traffic 

analysis, healthcare, inspections of mechanical components, gas leakage 

detection, night vision applications, etc. The visual results of this work and 

considered peer methods are available in Figure 4.3. 
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Method/Data set 
Foreground 

Aperture 
Waving Tree 

Thermal 

Library 
Camouflage 

 

Original Frame 

    

 

Ground Truth 

    

Proposed    

 

Zhou et. al. [61] 

 

    

Ka Ki Ng et. al. [42] 
    

Mahfuzul et. al. [3] 
    

Stauffer et. al. [40] 
    

 Figure 4.2 Qualitative analysis for object detection (row-wise): (a) Original Image (b) Ground 

Truth (c) Proposed (d) Zhao et (e) KaKiNg (f) Mahfuzul et. (g) Stauffer et 
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4.6 Quantitative Analysis 

In this section, the quantitative results are evaluated by various parameters 

and seen in the Table-4.1. The quantitative values of this work and 

considered peer methods are compared and analyzed which are also 

depicted in Table-4.1. The quantitative values evaluate the precision, recall 

and F1-score. The average values of precision, recall and F1-score are 

computed through the following metrics. 

Table 4-1Precision, Recall and F1-score: Quantitative analysis 

Datasets Methods Precision Recall F1 - score 

Foreground 

Aperture 

Proposed 

Stauffer [40] 

Mahfuzul [41] 

KaKiNg [42] 

Zhou [61] 

0.9475 

0.3101 

0.8366 

0.7793 

0.5050 

0.8432 

0.6986 

0.4893 

0.4456 

0.4271 

0.8923 

0.4296 

0.6174 

0.5670 

0.4628 

Waving Trees 

Proposed 

Stauffer [40] 

Mahfuzul [41] 

KaKiNg [42] 

Zhou [61] 

0.9324 

0.6648 

0.8557 

0.9741 

0.9150 

0.9836 

0.9989 

0.6318 

0.3672 

0.9934 

0.9573 

0.7983 

0.7269 

0.5334 

0.9526 

Thermal: Library 

Proposed 

Stauffer [40] 

Mahfuzul [41] 

KaKiNg [42] 

Zhou [61] 

0.9894 

0.8781 

0.9075 

0.9810 

0.9711 

0.9968 

0.7392 

0.0371 

1.0000 

0.9920 

0.9930 

0.8027 

0.0713 

0.9902 

0.9814 

Camouflage 

Proposed 

Stauffer [40] 

Mahfuzul [41] 

KaKiNg [42] 

Zhou [61] 

0.9261 

0.7032 

0.9671 

1.0000 

0.5638 

0.9607 

0.9934 

0.7727 

0.8164 

0.6809 

0.9431 

0.8234 

0.8590 

0.8989 

0.6168 
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The F1-score metric is evaluated the performance of proposed method and 

compared with some of the chosen state-of-the-art methods. The precision 

versus recall based comparison is analyzed shown in Table-4.1 and 

analyzing these metrics (i.e. precision, recall and F1-score) with the 

proposed work. According to the quantitative values obtained (Table-4.1: 

Precision, Recall and F1-score), this work demonstrates better performance 

of proposed method as compare to state-of- the-art methods where Zhao et. 

al., Ka Ki Ng et. al., Mahfuzul et. al.  and Stauffer et. al. also shows better 

results; these methods achieves lots of miss classification which indicates 

poor performance. These metrics focus on the classification of pixels which 

are classified correctly in each frame. Here, experimentally computed 

average value of these parameters depicts better detection quality and the 

proposed method demonstrates better performance. The precision-recall 

curve is shown in Fig. 4.3. that depicts the classification of moving pixels 

clearly. The proposed method is depicted with the black line curve. Here, 

the pixels are classified more accurately using the proposed work but Ka Ki 

Ng et. al. and Zhao et. al. also achieved good performance but the overall 

value is lagging. 
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Figure 4.3 Precision-Recall curve 

4.7 Results and Discussion 

The main contributions and outcomes of this work, discussed using above 

metrics are mentioned through comparative analysis as depicted below. 

• The qualitative analysis of the proposed method is depicted in 

Figure 4.2. 

• The proposed work shows its better performance in terms of 

precision-recall and F1-score that shows maximum value and can be 

seen through precision-recall curve (Fig.4.3) also. It is also 

compared with considered state-of -the-art methods (Figure 4.2, 

Table-4.1). 

• In case of Foreground Aperture dataset as shown in Table-4.1, 

Mahfuzul et. al [41] delivers better performance but its performance 

is poor as compare to the proposed method. 
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• In case of Waving Tree dataset as shown in Table-4.1, Stauffer et. 

al. [40] generates better outcomes but its results are lagging as 

shown in Table-4.1 as compare to the proposed method. 

• In case of Time of Day dataset as given in Table-4.1, Zhao et. al 

[61] method is performed better but it gives is poor results against 

the proposed method. 

• Similarly, according to quantitative results given in Table-4.1, in 

case of Camouflage dataset, Ka Ki Ng et. al. [42] method depicted 

better results but its results are lagging as compare to the proposed 

method. 

• The study of qualitative and quantitative evaluation demonstrated 

that the results obtained through the proposed method over 

problematic sequences shown better results and also performs better 

as compare to considered peer methods. 

4.8 Summary 

The chapter focuses on the moving object detection in video scenes, this 

work is helpful for visual surveillance applications. Here, an adaptive 

background maintenance approach is used that update the background 

model adaptively and handles various challenging issues. The quantitative 

evaluation depicts better average values through adaptive method at run-

time. The precision-recall curve also shows the better performance and 

demonstrated maximum average value of F1-score as compare to considered 

peer methods. 
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5 DETECTION OF MOVING VEHICLES IN FOGGY 

ENVIRONMENT USING GOOGLE’S FIREBASE 

This chapter is organized as the introduction of cloud environment, the 

overview of moving object detection and related literature work. The 

remaining part of this chapter discusses the main techniques and 

methodologies of the proposed object detection method using Google’s 

firebase. The experimental results are presented with the proposed task 

boundaries.  

5.1.1 Introduction 

In today’s real world, technology is enhancing day- by- day for computer 

vision applications in the field of video surveillance for vehicle detection 

and tracking. For avoiding real-time adverse situations such as traffic 

congestion, pile-ups, accidents due to ill management of transportation 

system, the detection and tracking based methods must be improved. For 

video surveillance in intelligent transportation system, the traffic cameras 

are installed on chosen positions. The captured information is passed to the 

control centre of traffic management system for further analysis and 

investigations, for such date Pan Tilt Zoom, Gasto or Vector cameras etc 

may be used for traffic surveillance or detection of motion- oriented 

vehicles on road or highway. Apart from fog, in reality there may be other 

challenging problems such as – illumination variation, snow, dust, mist, 

cloudy environment, drift or occlusion etc. This work mainly focuses on the 

foggy environment. The main purpose of analyzing computer vision is to 

detect, track and estimate the features of the object directly with the help of 

computers and then develop a system that reduces human effort. With the 
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enhancement of technology, society is adopting digital video-based 

surveillance [64] [65] [66] [67]. The detecting and tracking of target are also 

a very important application area. Mobile target detection technology 

distinguishes moving objects and backgrounds and extracts moving targets 

from video. Such work can be used for transportation, industry and security 

surveillance [68] [69] [70] . 

The detection of moving objects is constantly very difficult in foggy 

environment. The object detection-based research has offered a variety of 

traditional methods, including frame differentiation, optical flow and the 

background extraction to detect moving objects and are recently got a lot of 

attention. According to the literature, few works has been done by 

researchers for detection and tracking under foggy environment and still a 

very tough task to identify, detect and track the moving vehicle on highway 

or road. So, the proposed work develops a method for such work. The main 

focus is to experiment such work under Google’s firebase cloud platform. 

It reduces the number of spirits in removing the critical gaps and 

background in differences between the frames and effectively detects 

moving objects in the presence of critical background. However, in 

complicated dynamic situations the detection is not accurate as lots of false 

positives are classified in most cases. Various pixels may be misclassified 

due to illumination variations, environmental or weather effects of the 

background scene.  

This work suggests a new direction to detection of moving vehicles. In this 

work, the background subtraction method is applied over videos stored in 

Firebase Storage, and the static backgrounds shows the following new 
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attributes: 1) In the proposed method, frames are considered as a sequential 

order 2) bilateral blurring removes noise as a pre-processing 3) 

morphological techniques as a post processing are included in the process; 

4) Contour detection, that allows to avail more accurate information. 

The main motivation behind this work is problems associated with adverse 

weather while driving. While the entire car body is fogged up, the 

windshield and windows are most visible and may create dangerous driving 

situations. In the thick fog, the driver is unable to see beyond the limits of 

his own vehicle. Driving in such conditions may be very problematic and 

also cause accidents or pile-up, affects perceived judgments about speed 

and distance. The effect is a result of reduced contrast. The rain reduces 

driver awareness and changes visibility through changes to the headlights, 

windshield, road itself, and road signs. It also affects traffic flow by 

reducing road capacity, forcing drivers to reduce their driving speed, 

slowing down travel time, and increasing the overall risk of accidents  [71] 

[72] [20] [73]. Hence, the proposed method works optimally and detects 

objects on the screen even in an inclement or adverse weather, especially in 

fog. 

5.1.2 Related Work 

There are great approaches in the literature for detecting and tracking 

moving objects in a video stream. Motion-based information plays a very 

important role in the recognition process. Various approaches and 

algorithms have been developed on object detection in the literature. Some 

of them are discussed in this chapter.   
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R. Li et. al. [66] has proposed method for the moving object in the video 

that has been detected by the cloud server. It also shows the computing 

ability of the suggested cloud platform and enables utilization of the 

available resources. It also avoids having to rely on mobile devices for the 

limited processing capacity. 

S. Tuli et. al. [68] suggested a framework to deploy deep learning-based 

applications to deliver better service quality in fog-cloud environments to 

harness edge and cloud resources. Authors also developed a framework, 

(i.e.EdgeLens) that adapts to user requirements and depicts high accuracy 

through experimental analysis or low latency modes of services. 

Gruyer et. al. [69] focuses on the real-time natural issue such as fog, snow, 

haze, rain, or sun glare and these are very dangerous for drivers. For 

visibility problem, the driver faces problems while driving. This paper 

develops a method to improve the visibility in adverse weather conditions. 

Rahul Singh et. al [70] has investigated a method for detection of moving 

vehicle in foggy environment. This work also applies a LiDAR to measure 

the distance from front vehicle and raise a warning message according to 

the measured distance. 

Yadav et. al. [74] has developed a Kullack-Leibler Divergence based 

method for moving object detection in thermal environment and 

demonstrated better performance against considered peer methods. 
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Lochabh et. al. [75]  has given a theoretical application-oriented concept for 

object detection in video in cloud Environment. This paper work also 

focuses on the real-time based problematic challenges. 

S. Yadav et. al. [76] also developed a method for enhancing services in 

transportation system. This work focused to automate the Indian 

transportation system through intelligent searching and retrieving 

mechanism in the Amazon’s elastic compute service. 

Zhang et.al. (2021) [77] has developed a Moving- confidence- assisted 

Matrix decomposition (MCMD) model that has focused on foreground 

regularization and configurated to assist real-time moving objects with the 

moving confidence score evaluated from optical flow methods. This work 

developed batch processing and online solutions over videos by SkySat and 

Jilin-1. 

Chaojun et. al. [78] has proposed a vehicle model detection to improve the 

accuracy of recognition and vehicle model’s speed employing improved 

YOLOv3 model. The dataset – BIT- vehicle resulted in depiction of 

improved recognition speed. 

Xiaosong [79] improved the method of tracking to detect the increased 

number of counts for speedy vehicles. This work was based on pairing 

results over the distinct atmospheric conditions like the dusty and foggy 

weather. 
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5.1.3 Proposed Model for Moving Object Detection 

In this section, the proposed work explored the work carried out for the 

development of investigated working model, this work also focuses on the 

proposed background subtraction method that develop a background 

independently each pixel relative to the previous pixel value. Here, the 

bilateral blur filter is applied for improving the model. To ensure 

uniformity, frames are drawn and converted to grayscale levels. Frame 

differencing stores different coordinates in grayscale 1 and grayscale 2 

frames to detect irregularities or intensity variations in two frames. The 

bilateral blur is used to smudge the frame for saturation and dilation that 

make it easier to find contour areas. All of this act as normalization for more 

accurate motion results. This chapter developed a frame difference scheme 

using a background subtraction technique for detection of moving vehicles 

in a foggy environment. Here, input is provided through cloud environment 

and output is also delivered to the cloud environment. This work is 

presented in five distinct sections:  

• To compute differences between two adjacent frames. 

• To change the moving object to grayscale with a threshold and 

update the background. 

• To blur and smooth out the edges and remove noise and the 

threshold is used to avoid unusual false positives.  

• To apply the morphological operators to improve the quality of 

evidence 

• To demonstrate the shape of a moving object. 
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 The final outcome depicts the better detection quality of the moving 

vehicles in foggy environment. The basic working model of the suggested 

work is shown in Figure-5.1 and Similarly, Figure-5.2 depicts the it‘s 

working with Firebase Google’s cloud platform. 

 

Figure 5.1 Basic work flow of proposed method 

5.1.4 Steps and Procedure 

The main procedure is performed in two main steps: 

• Open the application: Here, the suggested task is started through the 

application. 

• Cloud Data Connectivity: This task is experimented through the 

connectivity using Google’s Firebase platform in the cloud environment. 

The proposed task is experimented through the following steps. The 
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forthcoming sections also reveal a brief description about the platform, tools 

as well as services and methods used to accomplish this work. 

5.1.4.1 Firebase 

In this work, the Firebase [80] [81] [82] platform is used and its services are 

acquired from the Google. It accelerates application development through 

its inbuilt services. It offers BaaS or backend as a service, so Firebase 

handles cloud infrastructure and all backend requirements. The main 

benefits of the firebase platform are to allow users to grow and deploy their 

application faster. The Firebase has some great products also it enables 

hosting, and has APIs for machine learning tasks such as predictive text, 

image captions, and more. The working system design using firebase 

platform is given in fig.5.2. 

 

Figure 5.2 System design to demonstrate connection of Firebase to 

PyCharm 



 

76 

 

5.1.4.1.1 Firebase console 

To work with the Google’s Firebase,user/ programmer must have a Google 

account then, open the Firebase console, register and provide the app with 

Firebase. It has following project environment according to the 

requirements: (i) iOS for Apple, (ii) Android, (iii) Network. In the Firebase 

console click on the web setup link present on the Auth tab to get the 

authDomain, databaseUrl, apiKey and storageBucket variables needed to 

link it to the database. 

{ 

"apiKey": "AIzaSyBqDOtkV9ue802-9KonKcdvJRyuL1xzbhI", 

"authDomain":"object-detection-project-ce0b4.firebaseapp.com", 

"projectId":"object-detection-project-ce0b4", 

"databaseURL":"gs://object-detection-project-ce0b4.appspot.com", 

"storageBucket":"object-detection-project-ce0b4.appspot.com", 

"messagingSenderId":"1050244789749", 

"appId":"1:1050244789749:web:1b516c54ec2ef3a8025cbc", 

"measurementId":"G-QCL2WVLCQC" 

} 

5.1.4.1.2 Firebase Storage - Pyrebase 

After adding a new project in the Firebase console, it is necessary to import 

Pyrebase services to the application for using Firebase. The interface of 

Firebase REST API is Pyrebase i.e. one can use Python to manipulate your 

Firebase database. Pip is required to install Pyrebase and its dependencies 

through a package manager to install and manage inbuilt packages of 
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Python which are acquired from third-party depository. The Pyrebase apps 

can use many Firebase services: 

1. firebase.auth() for Authentication purpose 

2. firebase.database() for Database services and management 

3. firebase.storage() for Storage management 

The architectural diagram of firebase (Google’s) platform for cloud storage 

services is depicted in fig. 3. 

 

 

Figure 5.3 Architectural Diagram of Cloud (Firebase) 

https://blog.smartandnimble.com/content/images/2019/11/captionly_archi

tecture.jpg 

 

https://blog.smartandnimble.com/content/images/2019/11/captionly_architecture.jpg
https://blog.smartandnimble.com/content/images/2019/11/captionly_architecture.jpg
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5.1.4.1.3 Firebase Storage - Read video through frames 

The Cloud Storage provides additional protection for Google’s Firebase 

when uploading and downloading files from the Firebase app, irrespective 

of network quality. Here, SDKs are used to accumulate video, images, 

audios, or other content generated by the user, the Google Cloud Storage is 

used to store and retrieve the same data on the server. 

With the help of the root or child method, the paths may be built to data 

with the Storage service and the download method takes the path to the 

saved database file. 

5.1.4.1.4 OpenCV 

Here, an OpenCV (an open-source library for computer vision, machine 

learning, and image processing) plays a vital role in real-time work in this 

system. It can be used to refine videos and images to detect faces, features, 

objects or even the handwriting of a person. To perform object detection, 

the following modules must be imported. 

1. import cv2 - python library for solving computer vision problems. 

2. import imutils - a set of functions to facilitate basic image processing 

operations and viewing Matplotlib based outcomes. 

3. import time - useful for knowing and analyzing each object found in 

the video. 

5.1.4.2 Grayscale 

Here, the grayscale format is converted from other RGB spaces. It 

represents shades of black and white from 0 to 255 that contains 8-bit/pixel 
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(bpp) data. This reduces the size and complexity of the model and is 

important because other algorithms are adapted to work only with grayscale 

images. 

 

Figure 5.4: Result of the execution of grayscale dependent 

 

Figure 5.5: Detection result. (a) Grayscale image; (b) Grayscale threshold image; 

(c) Grayscale threshold image after clutter removal; (d) Grayscale image with 

object outlined 

5.1.5 Background Subtraction 

The background subtraction method allows to detect the moving objects or 

vehicles from video captured by fixed/ static camera. Object detection in 
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this approach would be based upon identification of changes between 

sequence of frames.  The Background model works as a reference here. 

Reference and identified changes on the new frame are used to detect 

movement of objects. At the time of object detection, state could be static 

or moving. This method compares pixel differences between the adjacent 

frames to identify the state (static or moving) of object. 

In this section, cv2.absdiff() function is applied to determine the absolute 

difference between the pixels of two image arrays. We can extract pixels 

from moving objects with this. To use cv2.absdiff, first convert the image 

to grayscale (grayscale is the grayscale area that changes from black to 

white). The frame differencing function can be computed by using the given 

equation (1) and detects object between two frames. 

𝑭i (x, y)=|𝑭𝒌+𝟏(x, y) - 𝑭𝒌(x, y)|                                             (1) 

 

Figure 5.6 Result of frame differentiation dependent on picture 

successions 
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5.1.5.1 Blurring – Bilateral Filter 

Image blur refers to making an image less vivid. To accomplish image blur 

various low-pass filter cores are used. The bilateral filter is a non-linear 

image smoothing filter, preserves edges and reduces noise. It replaces each 

pixel's intensity with a weighted average of nearby pixels' intensity values. 

Similar to Gaussian filter, the bilateral filter also considers adjacent pixels 

with a set weight. This weight is made up of two sections, the first of which 

is the same as the one utilized by the Gaussian filter. The second factor 

considers the intensity difference between the neighbors and the estimated 

pixels [127]. 

    (2) 

cv.bilateralFilter() is very effective at removing noise while keeping the 

edges sharp. However, it works slower than other filters. The 

cv.bilateralFilter() function accepts the following parameters. 

• The first parameter is the source image. 

• The second parameter is the diameter of each quarter of the pixels 

used during filtering. If it is not positive, sigmaSpace will calculate it. 

• The third parameter is sigmaColor which is sigma filters in the color 

space. A higher parameter value means that the colors further next to the 

pixel are blended, resulting in a larger area with semi-flat colors. 

• The fourth parameter is sigmaSpace which is filter sigma in 

coordinate space. Higher parameter values mean farther away pixels are 

affected as long as they are close enough. If d > 0, the size of the 
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environment is determined independently of the sigmaSpace. Otherwise, d 

is proportional to sigmaSpace. 

 

Figure 5.7 Result of the execution of bilateral blurring dependent on 

picture successions 

5.1.5.2 Threshold 

The threshold (T) is a more adopted segmentation technique used to 

separate an object from the particular frame. The threshold [83] [84] is 

determined by comparing the value of each pixel in the image (pixel 

intensity) to a specific value of threshold. This separates the input image's 

pixels into two groups: 

1. Pixels with a value of intensity less than the threshold. 

2. Pixels with a higher intensity more than the threshold value. 

Now, these two groups receive different scores depending on the type of 

segmentation. 

The pixel value is set to 0 if it is less than the threshold [83] [4] [85] else it 

is set to the utmost value. The cv.threshold function is used to set the 

threshold value. 
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• First parameter is an input frame on which Gaussian Blur operation 

is applied. 

• Second parameter is classifying pixel values by threshold used.  

• Third parameter is the utmost value which is assigned to a value of 

pixel above the threshold.  

• Fourth parameter is various types of thresholds indicated, offered 

through OpenCV. 

The basic traction described above is performed with type 

cv.THRESH_BINARY. The classification function can be computed by 

using the given equation (3), this function classifies the pixel during runtime 

and also uses threshold (T) for classification for computing maximum value 

of pixel. 

 

Figure 5.8 Working model of proposed method with outcome 
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5.1.5.3 Dilation 

Dilation is a technique that adds pixel to the boundaries of an object in an 

image. It is performed on binary images. The main effect of dilating a binary 

image is to continuously enlarge the boundary of the foreground pixel area 

[32] [86] [85]. Thus, the pixel area in the foreground expands as the holes 

in this area get smaller. 

The dilate () function accepts the following parameters. 

• The first parameter is a source image with a number of channels (all 

processed independently of each other) 

• The second parameter is the kernel element, the origin of this is 

determined by the anchor (standard (-1, -1), that is, in the middle of the 

structuring element. 

 

Figure 5.9 Result of the execution of dilation dependent on picture 

successions 

• The third parameter iteration shows how often the process should be 
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repeated. This is at times useful to orient the image to edge pixel readout or 

when the image is irregularly shaped. This is done using the "bordertype" 

and "borderValue" arguments. 

 

                                            (3) 

 

5.1.5.4 Bounding Box 

A bounding box [87] [88] is an imaginary rectangle that serves as a starting 

point for finding an object and creating a collision box for that object. To 

draw these rectangles on the image, sketch the objects of interest in each 

image, and determine their X and Y coordinates, this work, uses contour 

recognition. This makes it easier for machine learning algorithms to find 

what they are looking for, identify collision paths, and saves valuable 

computational resources. A contour is a closed curve that joins all 

continuous points of a certain color or intensity. It represents the shape of 

the object found in the image.  

In order to correctly identify the bounding box, we need to convert the 

image to a monochromatic color format (such as grayscale) and then apply 

a binary threshold. Applying binary thresholds makes the object completely 

black and white. The object's edges are completely white with the same 

color intensity. In fact, this is necessary for the contour recognition 

algorithm to function properly. It detects the boundaries of objects with 
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white pixels (and of course with the same intensity, since each white pixel 

has a value of 255). Black pixels with a value of 0 are used as a background 

and ignored. 

The cv.findContours() function, which store coordinates (x, y) at the 

boundary of a particular form, and takes three arguments: 

1. Original image, 

2. Contour extraction mode. 

3. Contour approach method. 

And shows modified images, contours and hierarchy. 

A. Finally, the algorithm will detect the objects in the frames. 

B. And in the end the processed data will detect object and send the 

feedback to the user so that the user can take the appropriate action 

immediately. 

C. Close the application. 

5.2 Experimental Setup and Result Analysis 

To test the efficiency of the proposed method, the analysis deals with three 

video datasets in this paper work. The input videos are randomly captured 

and taken from. The results are shown in Figure 5.9, where (a) the time is 

normal; (b) foggy and snow weather; (c) binary output. It selects three 

images from each video as shown in the results. In Figure-: (a) and (b), in 

each Figure, the first row depicts video frames and the second row focuses 

on the tracking of moving vehicles using the proposed method. In Figure-
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5.9 (c) computes the detected results of moving vehicle on highway in 

binary form. In this figure, first row depicts original frame, second rod 

consist of ground truth frame and third row clearly shows the extracted 

information of moving vehicle in binary form. The binary results 

demonstrate better qualitative observations and shows that the proposed 

method is suitable for moving vehicle detection under the Google’s Firebase 

cloud environment. 

Model Frame-1 Frame-2 Frame-3 

Original 

Frame 

   

Detected 

Frame 

   

 

Model Frame-1 Frame-2 Frame-3 

Original 

Frame 

   

 

Detected 

Frame    
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Figure 5.10 Detection result. (a) normal weather (b) Snow/foggy Weather; 

(c) Binary output 

Further, the performance is evaluated using various performance metrics 

such as precision, recall F-Measure defined in equations (1)-(3). 

Precision   = 
Total Identified  images

Total Correct images present in Database
   (1) 

 𝑅𝑒𝑐𝑎𝑙𝑙  = 
Total Identified Corrected images

Total Correct images present in Database
   (2) 

 F-Measure = 2 x [(Precision x Recall) / (Precision + Recall)]  (3)   
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Table 5-1Precision, Recall and F-score 

Sequence Prec Rec F-Meas FP_Err FN_Err Total_Err 

Highway 0.8887 0.9439 0.9155 2.4414 1.2096 3.6510 

Foggy 0.84 0.824 0.831 1.100 0.909 2.009 

Snow 0.8261 0.7851 0.8051 1.2359 0.8090 2.0449 

 

This work also solves the problem related to adverse weather conditions and 

detect moving vehicle on road against challenging issues [73] [89] in real-

time environment. 

5.3 Summary 

In the real-time environment, during foggy weather condition, it’s very 

difficult to drive safely. In adverse weather condition such as fog, the 

accidental cases happened on the highway in foggy or snow environment 

due to poor vision or blurred vision.  So, this chapter presents a background 

subtraction-based method for moving vehicle detection in the foggy 

environment. All this work has been carried out in Google’s Firebase 

platform that provides a new direction for video surveillance application in 

the area of computer vision.  
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6 Vehicle Detection in High Density Traffic Surveillance 

Data Using YOLO.5 

In this chapter, a YOLO. v5 (You Only Look Once) algorithm is used to 

identify the different objects on road such as truck, car, tram and vans. 

YOLO.v5 is the latest algorithm in the family of YOLO. To train the 

YOLO. V5, KITTY dataset is used having 11682 images having different 

objects in traffic surveillance system. After training and validating the 

dataset, three different models have been constructed setting various 

parameters. All the models have been evaluated using three performance 

metrics such as precision, recall and mean average precision (MAP). Final 

model has attained the best performance as, 93.5% precision and 90.7% 

recall and 0.67 MAP for different objects. The results depict that the 

proposed model has improved results as compared to state-of-the-art 

approaches in term of performance and also reduces the computation time 

and object loses. Organization of the chapter is as follow, Section 6.2 

describes the past literature review and shortcoming of the past methods. 

Section 6.3 describes the complete methodology and framework of the 

proposed approach; next section shows the implementation phase and 

Section 6.5 shows the results obtained by the proposed approach. Last 

sections have conclusion and future direction. 

6.1 Introduction 

With the advent of technological advancements and availability of 

enormous data in the form of audios, videos, text and other forms, Artificial 

Intelligence emerged as one of the most significant technologies that 
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simulates human intelligence through computers and several algorithms. 

Computer vision is one of the prime domains that enables to derive 

meaningful and crisp information from digital media. It includes several sub 

domains such as facial recognition, pattern detection, image classification, 

object detection and many others. Object detection is used in several 

applications such as advanced driver assistance system [90] [91] [92] 

motion-based identification (Srigrarom, Sutthiphong, & Kim Hoe Chew, 

2020), access control [93] , traffic violation monitoring [94], vehicle 

tracking [95] [96] [97], counting vehicles on highways [98] [99] (Fachrie, 

2020) , classification of vehicles [100] [101] [102] and parking spot 

detection and monitoring [103] [104] (Zhang & Du, 2020) . Object detection 

comprises of three main methods including: detection of an object, frame to 

frame object tracking and evaluation of results. In past decade, traditional 

approaches used for object detection comprises of two main steps: i) 

extraction of different parts in image using sliding window of various sizes 

ii) classifying the objects to their respective classes. These methods require 

high computation cost and multiple stages to classify an object and having 

low accuracy. 

In India, real time traffic monitoring and surveillance is more arduous and 

challenging task as compared to the other countries. Figure 6.1 depicts the 

complexity of images extracted from traffic monitoring cameras for vehicle 

detection. The vehicle detection from traffic images is a critical task as 

images are affected due to several factors such as lightening conditions, 

weather changing situations such as fog, excessive heat, occlusions, motion-

perspective and having different types of objects such as auto-rickshaw, 
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carts and bicycles. As per recent study, it was found that road density in 

Delhi is about 155 Km/100,000 population with 80 vehicles/km. It was also 

found that cycle time at intersection ranges from 120 to 180 seconds leading 

to long queues mainly in peak hours. Thus, vehicle detection from such 

heavy traffic monitoring leads to several challenges: vehicle face captured 

with distinct angles (front, back, side), thus differs in vehicle size 

computation, high overlap and cut-off of vehicles due to heavy traffic.  

 

Figure 6.1. Traffic Congestion on Indian Roads 

With an increase in traffic in all urban and sub-urban areas, enormous traffic 

problems occurred and to solve these problems & to improve the efficiency 

of moving traffic, consistent and accurate real time traffic information 

should be obtained. This real time information needs to be extracted 

automatically from real time traffic monitoring video cameras. Therefore, 

to efficiently extract such information and detection of moving vehicles in 

videos, an accurate, reliable and precise traffic surveillance system is 
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needed and object detection plays a significant role [90]. Using the past 

methods [105] [106] [93], such real time monitoring is not possible. In 

recent times various neural network-based algorithms such as Convolution 

Neural Networks (CNN) [91], Faster R-CNN(Ross-CNN) [107], YOLO 

(You Only Look Once) [108]  and YOLO. v3 [91]  has been used and having 

the better results as compared to the traditional methods, low operating cost 

and much faster response time. 

However, for further improvement, recently YOLO.v5 has been introduced 

which has better accuracy and can be train on the small dataset with less 

computation time. YOLO.v5 is a single-stage object detector algorithm 

which uses cross stage partial network (CSP) on a backbone to extract key 

features from an input image. Then neck model is used to generate feature 

pyramids which scales the object with different sizes and improves the 

performance on unseen data. So, objective of this chapter is to detect traffic 

objects such as Car, Truck, Van and trams. in real time video system, using 

YOLO.v5 for better accuracy and applicability in high traffic system. 

6.2 Related work 

Moving object detection had always been a challenging task due to various 

factors such as camouflage, misclassification, dynamic background and 

various objects on the roads. Various traditional approaches have been used 

for object detection in traffic surveillance videos such as frame differencing, 

temporal differencing, background subtraction and optical flow [109]. Dong 

et.al.[115] proposed an approach which determines object and its shadow 

separately based on RGB color space with edge ratio. It consists of three 
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steps: In first step, distinct features of object and its shadow were analyzed 

in RGB color space which were further segregated based on brightness 

distortion and chromacity of pixels of current and background image [79] . 

In another work, choi et.al. proposed an approach based on fast illumination 

changing condition. The approach was based on chromacity and brightness 

ratio model [110]. Stauffer and Grimson proposed an approach based on 

Gaussian Mixture Models (GMM) which evaluated the state of each pixel, 

detecting many false negatives [40]. This approach was improved by 

filtering and learning methodology by Lee [111]. In another work, Hague 

et.al. proposed a novel learning method [41], thus yielding improved results 

as compared to [111] [40] . Chaudhari and porwal proposed a method for 

thermal imaging based on multi-target detection method [112]. In this work, 

remote sensing-based technique was proposed for real-time object detection 

for defence domain by Dordevic et. al. [113]. Apart from these techniques, 

few authors have worked on background subtraction methods. Akula et. al. 

proposed a method in infrared frame sequences that reduces variations in 

the background [114]. Dong et.al. [115] proposed a method in thermal video 

frames which extracts feature points using difference of gaussian filters and 

classify them into foreground or background points using R means 

clustering [115] . H. Tao et.al. [116] focused on detection of smoky vehicles 

based on vehicle rear detection and multi-feature fusion. The approach was 

evaluated on 157,550 frames including 4 videos with non-smoky vehicles 

and 98 short videos with one smoky vehicle. The results were evaluated 

using precision and recall metrics [67] . 
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These approaches have required high computation time, can’t be trained on 

large dataset and the accuracy lies between 46-53%. To overcome these 

issues, lead to emergence of deep learning technology in moving object 

detection. In past decade, deep learning techniques are widely used for 

object detection due to its high accuracy and low computation time. Ross 

Girshik’s et.al proposed a R-CNN model to find the optimal regions of 

images based on non-maximal suppression method. The drawback of the 

approach was high computational time and complex training steps [110]. 

To further improve upon, Ross Girshik’s et.al. improved upon their R-CNN 

model and proposed Faster R-CNN which iterates the computation of 

computation of candidate windows [107].  

In recent research of object detection, Apart from convolution neural 

network, Joseph Redmon et.al. propose YOLO algorithm which utilizes 

image segmentation, attain candidate regions and improves the speed of 

detection and accuracy. Lu, et al., 2019  [117],  Hong, et al., 2020  [118] 

proposed a YOLO based real time object detection for videos. The author 

incorporates Google Inception Net to improve the YOLO architecture. The 

approach was evaluated on videos of smart cities from Xiamen municipal 

transportation bureau consisting of 8000 images. The results depict that the 

approach outperforms state-of-the-art techniques [118]. Hong et. al. 

proposed an algorithm to detect vehicles in complex scenarios-based 

YOLO.v3. This version works efficiently on the smoky data. A codec 

module was developed to detect vehicles of different scales. The approach 

was evaluated on KITTY and UA-DETRAC datasets using precision and 

recall performance metrics [117]. In another work, Kim et. al [91] 
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integrated additional prediction layers using spatial pyramid pooling into 

YOLO- V3. The result was evaluated on precision, recall and frames 

recognized by second performance metrics. The approach attains 76% 

precision which outperforms other state-of-the-art techniques when 

evaluated on benchmark dataset of UA-DETRAC. In this latest work Jain 

et. al. applied YOLO.v3 algorithm on Karlsruhe Institute of Technology 

and Toyota Technological Institute (KITTY) dataset consisting of 80 classes 

among which car, bus, truck, motorcycle and train were 5 major classes 

[119] with a precision 86.7% and Recall 81.7%. 

In this research paper authors have implemented the YOLO.v5 with three 

trained models using various parameter settings for better accuracy, to 

reduce the computation time and check the applicability in dense traffic 

conditions for Indian traffic surveillance system. Authors has used the 

KITTY dataset for the training, validation and testing purpose having 11682 

images. The models are trained for 4 different classes such as truck, car, 

trams and Vans. 

6.3 Proposed Framework 

In this section, the framework of the proposed approach is presented. The 

main strategy was accurate prediction of vehicles from traffic surveillance 

videos of highly populated and congested metropolitan cities of India. 
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6.3.1 YOLO.v5 (You Only Look Once. Version 5 

Convolution neural network, one of the techniques of deep learning was 

selected due to its availability, less computation cost and improved 

performance (Fig. 6.2).  

 

Figure 6.2 CNN Model for YOLO.v5 in traffic surveillance system (Choi, Chang, Yoo, & Choi, 

2012) 

The YOLO algorithm was selected as it is a unified model with all phases 

of neural network [32]  and it computes the features and predicts all objects 

at the same time. The YOLO object detection algorithm is used to detect 

vehicles in high density traffic. Yolo algorithm has various versions such as 

Yolov1, YoloV2 and YoloV3 [91] [107] . These algorithms had some major 

drawbacks which leads to the evolution of new version 5. The major 

challenge with Yolo.v3 was it was unable to detect various sized vehicles 
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such as car, van bus, truck and others in real time traffic [91]. Therefore, to 

overcome this drawback, Yolov5 is used in this work. Yolov5 is a single-

stage object detector algorithm which uses cross stage partial network 

(CSP) on a backbone to extract key features from an input image. Then neck 

model is used to generate feature pyramids which scales the object with 

different sizes and improves the performance on unseen data. In this work, 

PANet is used as neck model. At last, model Head is used for object 

detection. It creates several anchor/bounding boxes with various class 

probabilities and object ness scores which improves with every epoch.  

Also, it was written in python, that is easy to installed and integrated with 

all devices including IOT devices. Also, in place of Darknet, it incorporates 

Pytorch which has many advantages in object detection in real time. Fig 3 

shows the architecture of YOLO v5. 

 

SPP- Spatial Pyramid Pooling, CSP- Cross Stage Partial Network 

Figure 6.3 Architecture of YOLO.v5 
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In this research paper different traffic objects such as Car, Truck, Van and 

trams are detected in real time video system using YOLO.v5 for better 

accuracy and applicable in high traffic system.  

6.3.2  Dataset Description 

In this work, the proposed framework is applied on KITTY dataset which 

has 80 classifiers and is generally used for multiple object detection [119]. 

The five main objects or classifiers used are car, bus, truck, motorcycle and 

train. It consists of total 11682 number of images which are split into 9736 

as training images and 1946 testing images. some sample images from 

KITTY dataset are represented in Figure 6.4 

  

  Figure 6.4 Sample images of KITTY Dataset  

6.3.3 Methodology 

In this work, we have built three versions of YOLO v5; namely Baseline 

model, model V2, model V3. In baseline model, the model was trained from 

the scratch. It does not require any pre-trained model. The number of epochs 

set to 25 as compared to default (300) as time to execute each epoch was 
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10-12 mins. Due to limited runtime, number of epochs changes from default 

(300) to 25. It works on default image size of 640 pixels.  

In model V2, epoch size is same as baseline model and image size is 

changed from default (640) to 1280. In model V3, it incorporates parameters 

of both the baseline model and model V2, along with some additional 

changing parameters. The epoch size and image size are same as model V2 

i.e. 25, 1280. Also, hyp default is hyp.scratch-low.yaml is changed to 

hyp.scratch-high.yaml. The prime difference is that instead of using no 

weights and starting training from scratch, YOLO.v5s.pt is used as pre-

trained model weight.  

 

Figure 6.5 Framework for Object detection using YOLO. v5 

The framework of the proposed framework is shown in Fig 6.5. The model 

was trained using Google colab providing free access to Runtime GPUs 
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with no extra configuration. Initially, KITTY dataset is downloaded and all 

the images are extracted from the zip folder. After extraction of images, the 

images are pre-processed and annotations and labelled images are extracted. 

After pre-processing, KITTY annotations with 11 parameters are converted 

into XML notations with 11 parameters. After this, XML notations with 11 

parameters are converted into YOLOv5 notations with 5 parameters. After 

conversion into YOLO notations, images with bounding boxes are loaded 

and the dataset is divided into training, testing and validation set. The model 

is trained on three versions of YOLO algorithm, namely Baseline model, 

Model V2 and model V3. After evaluating the models, the performance of 

these models is compared through three performance metrics namely, 

precision, recall and mean average precision. After evaluation of results, 

relevant objects are detected from images. 

6.4 Implementation  

The proposed approach is implemented in Python in COLAB environment. 

As computational time of YOLOv5 is high, the GPU runtime selected.  The 

complete implementation procedure is explained as follows: 

• To start with,YOLO. v5 is cloned into COLAB from Github. 

• After cloning, various libraries with several functionalities are 

imported such as Pytorch, Random, Shutil, Sklearn, ElementTree, 

Numpy, Matplotlib and Image. 

• After importing all the libraries, KITTY dataset is downloaded on 

COLAB itself. As it is bulky dataset, normal downloading is not 

appropriate. 
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• After downloading the dataset, the images in the dataset are 

preprocessed. For preprocessing, the dataset is converted into 

training dataset and labels have been changes to appropriate 

annotations and are unzipped for further processing.  

• KITTY annotations are first converted into XML Notations with 11 

parameters.  

• After this, XML notations are converted into YOLOv5 notation 

• After conversion into YOLOv5 notations, the images folder is 

organized into Training, Testing and validation images folders as it 

necessary for YOLOv5 to provide appropriate paths of folders. 
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Figure 6.6 Implementation Steps of the Approach 

• After creation of appropriate folders, .yaml file is created which 

comprises of i) source link of the respective folders i.e. training, 

testing and validations, ii) the names of classes such as car, van, 

truck and tram with their numbers (fig 6.7).  

• After this, wandb is installed for better visualization of performance 

metrics graphically. 

• After this, the data is trained, tested and validated for three models 

namely, baseline model, model V2 and YOLOv5 model. Then 

converting annotation images into training, validation and testing 

data. Data is split in 60:10:30 ratio respectively.  All the three 

models are compared with respect to various parameters in Table 

6.1. 
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Table 6-1 Comparison of Three versions of YOLO.v5 model 

Parameters Baseline 

model 

Model V2 FINAL model 

Number of epochs 25 25 25 

Image size 640 px 1280 px 1280 px 

Training weight No weights No weights  Pre-trained 

model weights 

Hyper_parameters Hyp_default Hyp.scratch-

low.yaml 

Hyp.scratch-

high.yaml 

Training size 640 640 640 

Testing size 749 749 749 

Validation size 748 748 7482 

Yolo layers 213 270 270 

For all classes, 

Precision 

0.83 0.89 0.91 

Recall 0.83 0.85 0.86 

MAP 0.89 0.94 0.95 
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Fig 6.7 (a) shows the test results of an image showing car as object and 

with the confidence level 0.95 to 0.64 using Yolo trained model. In the 

next phase model V2 is trained and shows the results in 6.7 (b). Similarly, 

last model is trained and tested on KITTY dataset.  

  

Figure 6.7 (a) & (b). Tested images after training and validation  

6.5 Results and Discussion 

In this proposed approach, different images of KITTY dataset have been 

trained and tested using YOLO.v5 algorithms. In implementation phase 3 

models are constructed using various parameter setting namely, baseline, 

model v2 and final model. After training and testing phase, images are 

validated in the form of batches, where each batch comprises of 16 images. 

teach batch consists of labelled images and predicted images. Predicted 

images depicts the probability of finding each object in an image. 

For illustration, three batches of each model are depicted in Figure 6.8, 6.9 

and 6.10. 
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Labelled Images Predicted images 

  

Figure 6.8 Labelled and predicted images of Baseline model 

Labelled Images Predicted images 

  

Figure 6.9 Labelled and predicted images of Model V2 

 

Labelled Images Predicted images 

  

Figure 6.10 Labelled and predicted survey of Final model 
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Further, the performance of all the three models of YOLOv5 are evaluated 

using various performance metrics such as precision, recall and mean 

average precision defined in equations (1)-(3). 

=    (1) 

 

=     (2) 

 

 =    (3)   

The values of the performance metrics for various classes of objects in 

images are depicted in table 6.2. 

Table 6-2 Results obtained by Proposed Model 

Class  Images Label’s Precision Recall MAP@0.95 

All 749 3298 0.918 0.859 0.67 

Car 749 2845 0.941 0.891 0.73 

Truck 749 91 0.93 0.899 0.72 

Tram 749 61 0.875 0.77 0.56 

Van 749 293 0.927 0.87 0.66 

 

mailto:MAP@0.95
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Figure 6.11 further illustrates performance of different models trained 

through YOLO.v5 for each epoch. In terms of precision, final model attains 

stabilized results at the end of 5th epoch as compared to other models which 

attain stabilized results at or after 10th epochs. 

In terms of recall and mean average precision, final model attains stabilized 

results at the end of 4th epoch which were attained by other models at-least 

after 8th epochs. 

Further, to evaluate the loss at training set, class-loss and object loss were 

stabilized at 6th epoch which got stabilized after 10th epochs for another 

model. 

The result concludes that final model i.e. modelv3 with pre-trained weights 

attains best results as compared to other models of YOLOv5. 
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Figure 6.11 Performance of various versions of YOLOv5 models in terms of 

performance metrics 

Further, the results attained by our proposed model was compared with the 

state-of-the-art approaches on KITTY dataset. The comparison of results is 

presented in Table 6.3. 
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Table 6-3 Comparison of proposed and state-of-the-art approaches 

Class / 

performance 

metrics 

Proposed Approach State-of-the art 

Approach 

Precision Recall Precision Recall 

All 0.918 0.859 0.87 0.82 

Car 0.941 0.891 0.89 0.84 

Truck 0.93 0.899 0.85 0.82 

Tram 0.875 0.77 0.83 0.72 

Van 0.927 0.87 0.86 0.79 

 

6.6 Summary 

Major breakthrough has been achieved by deep learning techniques to 

derive meaningful information from digital media such as images, videos 

and other visual inputs mainly in object detection domain. In the past 

different approaches were presented in the literature for detecting and 

tracking moving objects in a video stream having low precision and 

accuracy. Also, in all urban and sub-urban areas of India, enormous and 

congested traffic has been monitored nowadays due to which traffic 

surveillance has low efficiency using deep learning techniques. To improve 

the efficiency of moving traffic system YOLO.v5(You Only Look Once) 
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algorithm has been applied on KITTY dataset. This chapter have 

implemented Yolo.v5 model for object detection for the traffic management 

system. Yolo.v5 is the latest version in the Yolo family, it has fast 

computing method and can also trained the model on the small dataset, 

where as in previous model’s sample training required is more than lakh 

images. Yolo.v5 has fast computing method and can easily run on the local 

machines. India has huge traffic in mid-level and large cities, to detect 

object in real time has low efficiency as compared to other global countries. 

To overcome these issue author has trained the model attain better results 

as compared to the state-of-the-art techniques. Final model has attained 

93.5% precision and 90.7% recall and 0.67 MAP in all cases as explained 

above. The results conclude that the proposed approach attains 20% 

improved results as compared to state-of-the-art approaches.  
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7 CONCLUSION AND FUTURE SCOPE 

  The research work focuses on the considered objectives of proposed work 

discussed in Chapter 2. This section provides a brief conclusion of each 

chapter of the work and briefly described according to organization and 

flow of the research work. 

The chapter-1 focuses on the definition of the area, the concepts like object 

detection, object tracking, video surveillance, computer vision, smart 

surveillance and video surveillance.  The introduction also covers the 

challenges and the application in the real-life application areas.  

The chapter-2 ‘Background’ is the collection of all the methods used by 

various authors in their various works. The computer vision came into 

existence long time back; the chapter covers the description of the methods. 

Almost all the used methods till now are consolidated in the chapter. For 

every research to be followed there is the need of data set on which the 

methods can be applied so that portion is very beautifully collected in the 

chapter with the frame size and with the appropriate source like the name 

of the university and the link. 

Then chapter 3 covers the literature study of various methods and 

techniques proposed by different authors. The literature is also about the 

improvements, the advantages and disadvantages of the methods followed 

by varied researchers. The study also includes the role of machine learning, 

and deep learning in the area of object detection. The methodologies used 

in the area of object detection for the smart surveillance system are enlisted 

in this chapter. 
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7.1   Objectives Achieved 

The motivation and the objective in the chapter define the interest of the 

author in the direction of this work and make this work to get fulfilled. The 

objectives after the literature and the background study headed towards the 

achievement of the objectives described in further chapters. 

Chapter -4 has developed an adaptive background subtraction method to 

handle the various challenging problems such as illumination variation. The 

chapter focuses the problematic video data captured through camera sensors 

to handle challenging issues available in real-time video scene. This chapter 

demonstrates better performance of the background subtraction method by 

using adaptive background subtraction method as compare to state-of-the-

art methods. 

Chapter-5 has investigated a method that is developed using background 

subtraction technique. In this work, the data is stored on the cloud 

environment i.e. Google’s firebase. The data set used in this chapter was the 

collected by EFCON INDIA-Yamuna Expressway and Highways Dataset 

in the adverse conditions of foggy weather.  

Chapter – 6 have implemented Yolo.v5 model for object detection for the 

traffic management system. Yolo.v5 has fast computing method and can 

easily run on the local machines. India has huge traffic in mid-level and 

large cities, to detect object in real time has low efficiency as compared to 

other global countries. To overcome these issue, this work trained the model 

to attain better results as compared to the state-of-the-art techniques. 
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7.2 Future Scope 

The existing methods for object detection and tracking with the combination 

of new technologies like IoT, deep learning and cloud computing may form 

a better way. The security and storage are a big concern that will surely be 

overcome in the near future. The challenging difficulties discussed over in 

the thesis will be tried to be eradicated in the coming future. Involvement 

of Artificial Intelligence and IoT in computer vision may serve a better 

exploration. The future will try to overcome the challenges discussed in the 

thesis by applying the better aspect of background modeling technique. 

Following are the future enhancements which could be focused in 

subsequent research work: 

✓ To focus on moving object detection and Tracking with features 

from online video captured through static/moving camera in real-

time system 

✓ To develop a GUI based application. 

✓ To apply Cloud environment 

❖ Finally, to develop a GUI based Intelligent Surveillance System using 

the Cloud environment. 
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