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Abstract 

Health is the real wealth of any individual, so it is important to be aware about it. 

Many times, it is observed that several people died because they came to know about 
their diseases at the last stage. 

So, keeping a track of health status is important but regular visit to doctor is too 

much expensive. Hence, we developed a model that will brief you about your health 

status and gives you the proper measures that would be taken to help to improve and 
keep track of health progress. 

The model works on different machine learning algorithms that gives you highly 

precise and accurate results. The designed model can predict the same results as 

given by highly expensive checkups which sometimes, are not affordable. 

With high accuracy, the model is also time and resource efficient. 

It's also evident many times, due to delay in results of tests, many patients lose their 

lives, but this model will give you quick results, helping you in saving your life from 
many diseases. 

Along with this, you will be provided a diet plan and some physical exercises, by 

following which you can improve your health status, and keep a track of it. 
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CHAPTER-I 
Introduction 

All around the globe, if you ask people about the health check, one thing that they 
will never miss to mention is that it is quite expensive and because of this very fact, 
some people are not even able to do so on a regular basis. Keeping this situation in 
mind, we have formulated the solution that we will build an app that will help people 
to get their fitness score along with their diet plans and exercises recommendation. 

Now, it might look time consuming but it isn't. The user just need to login to the app 
and enter few inputs and it's done. It will provide you the score of your fitness and 
along with that it will also help you to be aware about chances of risk of some very 
common lifestyle diseases. Additionally, it will provide you the diet plan, and the 
set of exercises that you need to perform in order to improve your health. 

For the regular users, it will provide various benefits that will just be a click away 
like the regular health updates, health related news, BMI calculator and much more. 

For the execution of this, we will be using the concepts of several machine learning 
algorithms, web development, python etc. 
Web development will help it to become ,usable so that even new users can use it 
easily, interactive and presentable. 
Machine learning has proved to be one of the greatest tools in the prediction of 
crucial results in many fields like biomedical, analytical etc. So it will help us to 
predict more accurate results. 
Python is quite handy and concise. It will ease the process of implementation of 
machine learning algorithms. 

This project will be of long term use as health is the most important asset one can 
have. If he/she is well then it increases their productivity as well the efficiency. It 
will be of great use to all the people instead of just a part of population. 

For updating, the user just need to let the app know about the changes and it will 
update the health status of the user in return. Hence, it is also easy to update. 



CHAPTER-2 
Literature Survey 

On the back end, the model will be predicting the chances of vari~us diseases ~at 
the user can have. As of now, we have included Heart Disease, Diabetes, Obesity, 
Hypertension and Breast Cancer. Related to these we have studied many of the 
research papers and following are the insights that we have attained-

• Papers based on Heart disease have revealed the fact that there can be several 
classes of attributes like age, gender, Thalach, CPT, FBS, Rest ECG etc. and 
the following models predicts the results quite accurately: 

SVM > Logistic Regression> Neural Network 

• · Research papers on Diabetes helps us to know that Type 2 diabetes is the only 
type of diabetes that we can predict as causes and prevention of Type 1 are 
unknown and 90% people are Type 2 patients only. Type 2 is caused by low 
insulin production or incorrect use of produced insulin. The set of attributes 
that are important here are BP, BMI, Skin, Age, Gender, etc. The models that 
can be used for this are: 

Logistic Regression> Decision Trees> Random Forest 

• In the prediction of obesity, the attributes that can help us are Age, Gender, 
Height, Weight, Exercise Regularly, Smoke, Heart disease etc. After reading 
the papers on it, we came to know the following order of models as per the 
decreasing order of accuracies: 

Logistic Regression> Na'ive Bayes> Decision Tree 

• In case of hypertension, the direct connection of the disease is to the BP. The 
list of factors that can affect the prediction are BMI, BP, Cholesterol, Gender, 
Age and both types of BP (systolic and diastolic). The models that can be used 
for its prediction are: 

Neural Network> Logistic Regression> Random Forest 
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CHAPTER-3 
Project lDesign 

We have used several databases for various diseases and following are the snapshots 
of those for the reference in the order of Obesity, Heart Disease and Diabetes. 
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CHAPTER-4 
Module Description 

:~: is the API th~t we have built for the app. It will have options as demonstrated 
~s. e screenshot like Home, FI Score, BMI, Medicine, News, Client, and Contact 
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The following image shows the interface that helps to calculate the BMI for user with 
the recommendation of whether the user is normal, underweight or overweight and 
their respective recommendations. 
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Thi • th an provide feedback s mterface helps us to connect with the clients so that ey c 
to us and we will make it better for future use. 
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This is the model th disease or t at helps to determine whether the user is at risk of having a heart 
form of co ·. The scr~enshot has also displayed the results of the model in the 

n sion matrix. The classification model used here is logistic regression . 
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The dataset available for the disease obesity was impure. We have preprocessed the 
data, done the label encoding for a number of attributes and filled the missing values 
with the statistical ones like mean, median and mode. After that, the model is trained 
on logistic regression which gives us the final accuracy of94.6%. 
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The same dataset · tr · . . · 
fit d . . is amed on lmear regression because the prev10us model 1s over 

an now 1t 1s best fit th b" at e cost of sacrificing test data accuracy a 1t. 
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The prediction model of diabetes is trained on the clean dataset. And the logistic 
regression classification model is used to classify whether a person is diabetic or not 
giving an accuracy of 79.6%. 
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The prediction model for diabetes has better accuracy over random forest after 
reading the heat map of it. The screenshot of the count plot, heat map and the 
implementation is shown below for the reference. 
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From the above visualization it can be said that: 
Count plot shows us the dataset is imbalanced between the patients with diabetes 
and patients with no diabetes. 



Correlation heat map shows us that the "Outcome" is highly correlated with 
Glucose, BMI, Insulin and Age. So, these features can be used as input to predict 
the outcome. 
Less features will not provide accurate results so here we'll be talcing all the 
features to predict the target variables. 
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