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ABSTRACT

In the recent times reconfigurable systems have emerged as an alternative to the
customized IC solutions. As a result the electronics industry is shifting towards using
reconfigurable devices such as Field Programmable Gate Arrays (FPGAS) as the
computing platforms. Reconfigurable computing can also be viewed as a trade off
between general purpose computing and application specific designs. Since
reconfigurable systems provide the architecture and design flexibility, they have
increased the progress in the hardware software co design technology and as a result
finding applications in various areas such as scientific and biological computing,
artificial intelligence, signal processing, security computing and control oriented
design etc.

As the number of components in reconfigurable systems increases, interconnecting all
these components is becoming more and more challenging. Therefore, a more
structured high level interconnect able to reduce the design effort and improve
hardware efficiency is becoming necessity for these systems. To overcome theses
interconnect challenges, various intra-chip communication techniques such as point to
point and bus based systems were applied. But these techniques showed the lack of
scalability. As a result, Network on Chip (NoC) has arisen as a more efficient and
scalable solution to this problem. In a NoC-based system, packets are transmitted
from a source to a destination PE (processing element) via routers (switches) arranged
by links. The arrangement of interconnections between the PEs determines the
topology of the NoC based system.

The reconfigurable hardware solutions are based on computing architectures able to
adapt their behaviour in response to several different inputs. Moreover, efforts are
made to apply the reconfiguration techniques to all level of computing systems, for
intrachip communication structures (buffers, topologies, memories, routers, etc.) as
well as processor's micro architecture ( instruction set, data path, cache hierarchy
etc.). Keeping in mind the above mentioned issues current thesis work has been
carried out. A scalable and low power NoC for reconfigurable systems is designed in
this thesis. Stress has been put in designing the reconfigurable and power efficient

components of the NoC like routers and links. For this purpose Verilog hardware



description language is used for the design entry and Modelsim 10.3 for simulation
and Xilinx ISE design suit is used for the synthesis of routers and links. Spartan-6
FPGAs are used for the implementation of these routers and links. Topology selection
has been done with the help of various performance metrics like maximum end-to-
end latency, dropping probability and throughput etc. 2-D Mesh is found suitable for
this work from these analyses. Four reconfigurable and power efficient routers namely
Reconfigurable Router to Improve Efficiency (RRIE), Heterogeneous Reconfigurable Router
for Low Power and High Performance (HRRLPHP), Eight Directional Reconfigurable Router
for High Throughput (EDRRHT), Smart Reconfigurable Router for Online Detection of
Faulty Blocks (SRRODFB) and three high performance, low power links namely High
Speed Low Power Link for reconfigurable systems (HSLPL), Link to Minimize Switching
Transitions for Reducing Dynamic Power for reconfigurable system (LMSTRDP and Link
by Multi-encoding to Reduce Transition Activities in reconfigurable systems (LMRTA)
have been designed and tested in the present thesis.

The first designed router is RRIE which has a FIFO, channel flow/control logic and a
crossbar as a switch. Compared to the earlier designed reconfigurable routers in the
literature, this router has low area, consumes less power and provides high
performance. It dissipates only around 15mW of power and occupies 64% smaller
area compared to the earlier designed homogeneous routers. The problem with RRIE
is that it does not support the heterogeneous data. This problem is removed in the
second router HRRLPHP. To reduce the area further two tag bits have been added in
this router which are able to indicate the direction of the output from the crossbar. The
control circuitry of this router has been improved by including features like
acknowledge for writing, acknowledge for reading, request and grant signals for
writing in another channel's FIFO. The modified channels, FIFO and crossbar are
designed and tested and it shows the significant improvement in area and power
dissipation. Area of around 53 mm? and power dissipation of only 0.020 w is
estimated in this case. The drawback of this router is that the throughput is degraded
marginally (3%). This drawback is removed in our third designed router namely
EDRRHT. Also, semi-buffer concept is introduced in EDRRHT. Four more directions
(NE, NW, SE & SW) are added so that router is now able to support eight directions.
It also supports buffer-less storage concept to store the data of four newly added
directions. Data of newly added directions share FIFOs with their neighbours to store

the data. This way, this router requires less area for implementation. The newly

v



designed architecture is able to provide more routes to the router for data routing.
Thus it is helpful in decreasing critical path length and helps in increasing the
performance. Also, rectilinear stennier tree path has been used to shorten the data path
of the router. Furthermore, a circular FIFO is used in place of the normal fall-through
FIFO. Although power dissipation of 0.045 w and area of 85 mm? are slightly higher
than the previous router, it is still better as compared to other routers in terms of other
features and performance.

In addition, a router which is able to recognize and differentiate between permanent
and transient errors and the way to handle them and to handle the spotting of faulty
blocks of a NoC is also designed in the present thesis. It is given the name SRRODFB
and is a smart reconfigurable router for online detection of faulty blocks. It is also
able to enhance the throughput, the network load and the data packet latency. In place
of buffers, FIFO is used to achieve better performance. Hence it is able to have low
area, low power dissipation and high performance compared to the other designed
routers in this work as well in literature.

In the proposed HSLPL link, MUX gating technique is used which is able to reduce
the power dissipation as well as latency. In the second link namely LMSTRDP, we
have reduced the number of transitions with the help of encoder and decoder. Power
dissipation has been further reduced in this case. In the third link namely LMRTA,
multi-coding technique has been used to reduce the transition activity. The rationale
behind these proposed schemes for links is to minimize not only the switching activity
but also coupling switching activity which is mainly responsible for link power

dissipation.
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CHAPTER 1

INTRODUCTION

1.1 Introduction:

Advancements in VLSI technology have driven the integration of more and more
functionality into a single chip Integrated Circuits (ICs). It has allowed the
manufacturing of complex electronic systems in a single chip with more than 10
billion transistors [1]. These single chip ICs are becoming increasingly complex. As a
result, the development cost of these cutting-edge ICs has been continuously
increasing and has become a threat to the continuation of the semiconductor roadmap
[2]. It has been estimated that the cost of developing a chip at 28 nm technology node
could reach over 170 million USD [3]. Furthermore, the significant investment and
engineering effort do not reduce the risk of project failure. The development cycle of
chips ranges from months to years with high uncertainty [2]. Therefore, the costs and
risks associated with these customized IC solutions can only be justified for a limited
number of ultra-high volume electronic systems. In the mean time, the
microprocessor industry has moved from single-core to multi-core and later on to
many-core architectures. These are having hundreds of similar types of cores and are
known as Chip Multi-Processors (CMPs). Another important direction is toward
System on Chip (SoCs), composed of many types of processing and other
components on a single chip [4]. With the advent of SoCs, the design of electronic
systems initiated an era of digital convergence, leading to integration of numerous
applications onto a single chip. The mobile phone is a typical example of it.
Furthermore, the increase in the embedded processing power led to the creation of
new applications which must be executed concurrently. These include some modern
portable equipment present in different markets like medicine, consumer electronics,
precision agriculture, nano-satellites, Internet of Things, etc. [5]. Although these
systems on chip have several advantages over the single chip ICs it has led to high
power consumption, high design cost, large form factor, low mean-time between

failure, low reliability, increased security risks, and a lot of side effects and conflicts.



Many of these issues can be resolved if reconfigurable logic is introduced into the
system. Hence, the electronics industry has begun shifting towards using
reconfigurable systems as an alternative platform. Compared with single chip ICs, the
programmability of reconfigurable systems has increased the flexibility of designs
while introducing acceptable overheads in power, area and performance.
Hardware/software systems implemented on reconfigurable devices can achieve
shorter time-to-market and are more amenable to upgrades or bug fixes over the
product life-cycle [6]. It is predicted that by 2024, on average 70% of the chip
functionality will be reconfigurable in various forms [2]. Reconfigurable systems
present a good solution for applications consisting of a large number of processing
units. In addition, through reconfigurability, the reusability of the resources is
achieved. Field Programmable Gate Arrays (FPGAS) is the most common technology

for implementing these Reconfigurable systems [7, 8].

As the number of components in Reconfigurable computing systems increases, the
interconnect schemes based on Network-on-Chips (NoCs) approach are increasingly
used. Earlier, different intra chip communication techniques were applied in their
development, such as point to point and bus-based systems. NoCs provide scalable
performance and parallelism in communication, meeting the requirements identified
for future Reconfigurable electronic systems [9, 10, 11, 12, 13, 14, and 15]. A NoC
can be described by its topology and by the method used for buffering, switching,
routing, flow control and arbitration. It has several components which include routers
(Rs), processing elements (PE) and network interfaces (NI). Router (R) is a vital
component of the NoC. It is responsible to route incoming data packets to its
destination. Router is used to forward packet from source to destination according to a
prescribed routing algorithm. A processing element is connected to a router with the
help of a network interface. The function of network interface is to packetize the data
to make it travel in NoC through routers. The data is sent from a source to destination
hop by hop with the help of routers. Every router, after receiving this data in form of
packets or flits, first stores it in input buffers and then the control logic is making the
routing decition and ultimately sending it to the next router or processing element.
The channel or links are the physical media through which data is transferred from

one router to the other router or processing element. In addition, the arbitration logic



is also used to streamline the data flow and selecting the priority among the various
processing elements. Fig.1 shows the block diagram of a general NoC architecture
[16].
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Fig.1 A general NoC Architecture

Since, in a NoC, a router forms the link that is used for maintaining the scalability and
parallelism ordering in transfer and reception of data. Hence, routers play a vital role
in functioning of a NoC system. In the earlier designed homogeneous routers, at static
time resources are allocated which cannot be changed at the run time, this causes high
data rejection and thus not able to handle the flowing data. Designing the same NoC
router to cover the whole spectra of applications would mean an oversized and
expensive router, in terms of area and power. At the same time, designing specific
routers for different markets would mean that many important decisions would have
to be taken at design time, hence precluding scalability and online optimizations
targeting different behaviours with different application demands.

1.2 Statement of the Problem:

Now days, there is vast research going on in the field of reconfigurable routers that
can be leveraged for NoCs. Design and implementation of these NoCs brings new

challenges.

1. If a NoC’s router has a larger FIFO buffer, the throughput will be larger and the
latency in the network is smaller, since it will have fewer flits stagnant on the
network. Nevertheless, there is a limit on the increase of the FIFO depth. Since each
communication will have its peculiarities, sizing the FIFO for the worst case

communication scenario will compromise not only the routing area, but power as



well. However, if the router has a small FIFO depth, the latency will be larger, and
quality of service (QoS) can be compromised. The proposed solution is to have a
heterogeneous router, in which each channel can have a different buffer size. In this
situation, if a channel has a communication rate smaller than its neighbour, it may
lend some of its buffer slots that are not being used. In a different communication

pattern, the roles may be reversed or changed at run time, without a redesign step.

2. A NoC contains large number of IP cores on a single chip, the communication
among these is a major issue. Communication among these IP cores should be hassle
free. An organized structure is needed to perform this communication. The NoC
usually have three basic components namely routers, links, and Nls (also known as
wrappers). Routers and links are the most important components of a NoC design.
Various types of routers are used in NoC. The performance improvement, low area,
and low power are basic requirements of the router design. Similarly, various types of
links designed for reduction of power while transmitting the data is the need of the

hour along with the router designs.
1.3 Objectives:

Embedded Network on Chip (NoC) for reconfigurable systems is an active research
field. Many aspects of NoCs still need further exploration and understanding [7, 17,
and 18]. Efforts are made to apply the reconfiguration techniques to all level of
computing systems, for intra-chip communication structures (buffers, topologies,
memories, routers, etc.) as well as processor's micro-architecture ( instruction set, data
path, cache hierarchy etc.). In this thesis our main concentration is to design the
efficient heterogeneous routers for NoC applications and do their performance
analyses. The router is the main component that determines the latency, throughput,
reliability and efficiency of the entire NoC design. Also, designing efficient links for
reduced power dissipation, area and increased efficiency is important. Furthermore,
comparison of various designed routers and links and their performance analyses

compared to the previously designed routers and links is necessary.

Following are the objectives in broad spectrum of the present thesis:



1) The first objective of the present work is to select the topology from various
topologies on the basis of performance metrics.

2) The second objective is to model and analyze a router architecture which is
able to allow maximum utilization of buffers by allowing sharing of buffer
units from its neighbouring buffers. The performance of the router in terms of
high throughput, low latency, less area and low power consumption is to be
analyzed. Various router architectures have been designed and compared for
this purpose.

3) The third objective is to design and use of interconnection links to save power.

Various types of links are designed and compared for this purpose.
1.4 Organization of the Thesis:

The thesis is organized in six chapters:

Chapter One gives an introduction and the evolution of the Network on Chips
(NoCs). The motivation for the research and how the contributions will make a

difference in the field of NoC chip at large are discussed in this chapter.

Chapter Two presents an overview of the necessary background on network -on-chip
routers, interconnection or links etc. Networks coherency is provided as a foundation
for understanding the rest of the dissertation. Furthermore, the detailed literature

survey of network on chip routers and links is presented in this chapter.
The preliminaries of network on chips are discussed in Chapter Three.

Chapter Four provides the designing of the various reconfiguration system routers

along with their performance comparison. Various routers designed are as:

a. RRIE (Reconfigurable router to improve efficiency).

b. HRRLPHP (Heterogeneous reconfigurable router for low power and high performance).
c. EDRRHT (Eight directional reconfigurable router for high throughput).

d. SRRODFB (Smart reconfigurable router for online detection of faulty blocks)

RRIE presents a reconfigurable router in which the buffer width can be reconfigured
according to the need of the channel at run time. It improves efficiency and thus



increases the performance. HRRLPHP is a reconfigurable router for NoC
applications. In this proposed router channel can take data anytime from its own
channel as well as from the neighbouring channels. In EDRRHT four more directions
(NE, NW, SE, and SW) are added. It now supports Eight Directions. It uses Buffer
less storage concept to store the data of four newly added directions. Data of newly
added directions share FIFO from their neighbour to store its data. Thus, the
architecture requires less area. SRRODFB is the smart reliable router based on a new
reliable NoC-based communication approach called RKT-NoC, along with its

simulation results.

Chapter Five presents various links designed using MUX gating and various
encoding/decoding techniques for reducing power along with their simulation results.

Various links designed are:
a. HSLPL (High speed low power link for reconfigurable systems).

b. LMSTRDP (Link to minimize switching transitions for reducing dynamic power for

reconfigurable system).
c. LMRTP (Link by multi encoding to reduce transition activities in reconfigurable system).

Finally the conclusions are drawn from the results of the work presented in Chapters
Three through Five. These conclusions are discussed in Chapter Six. This Chapter

also suggests the scope for future work in the area covered by this thesis.



CHAPTER 2
LITERATURE SURVEY

An extensive survey of the research conducted by various researchers in the
field of NoC design, Routers, links, routing algorithm and embedded NoCs for FPGAS
has been carried out in the present Chapter.

2.1 NoC Design:

Scientists came up with the idea of System on chip (SoC) with buses as the
interconnections [19]. This improved the performance of the embedded systems but
later, the bus between multi components of embedded systems was not able to cope
the heterogeneous and challenging communication requirements of SoCs. This led to
the idea of Network on Chip (NoC). This survey paper [19] is also highlighting and
gathering the key aspects of NoC i.e. routers and links from various sources which act
as catalyst for further research in this area.

Network on chip (NoC) is a modern day communication structure where various IP'S
are connected with each other in some topology. These topologies can be 2D mesh,
butterfly, torus, tree, or a mixture of these called a hybrid topology [6]. NoC is made
up of routers, processing elements (PE’s), network interface (NI) and interconnects
(links). Routers are the most important elements of NoC and are connected with each
other by links. PE’s are connected to routers through NI’s. NI separate the data
communication of PE’s from inter router communication. NI transforms the message
generated by PE’s to the packet format which router understands. Routers send these
packets to the neighbour routers so that it can reach at the destination. PE’s can be
homogeneous or heterogencous devices. The PE’s can be a cache, reconfigurable
devices, memory, or any other processing element [10]. As NoC resources are well
structured and arranged in a particular topology [13], it makes the NoC scalable and
modular.

In 2001 W.J Dally proposed [16] the basic principle of an interconnection network.
This put the research foundation for on chip communication. It describes about the
communication between processing elements, and present SoCs designs, provide
integrated solutions to challenging design problems in the communications between
different IPs.



L. Benini & G.D Micheli [10] named the on chip interconnection network as Network
on Chip (NoC). In this paper, various NoC architectures have been reviewed based on
the different parameters [3-4]. The NoC [20] is based on new error detection
mechanisms for smart NoCs, here during runtime position and number of faulty
blocks and PE's can vary. A new online detection method for data packet and
algorithms for error correction is presented in [93]. It is able to differentiate between
permanent and transient errors and is able to accurately spot the place of faulty blocks
[95], while preserving the network load, the throughput and the data packet latency.

The purpose of this survey is to review the existing NoC architectures from different
perspectives (parameters). Most of the papers in the literature review bit about the
architectures in their papers and the explanation are specific to their application or
domain of the paper. In order to fill the gap and help the research community this
survey study is conducted in which more than 100 different NoC architectures are
reviewed. To the best of our knowledge, this is the most comprehensive literature
review of NoC architectures. There are few other survey studies on NoC architectures
[39-40] but they cover the basic trends, principles and working mechanism of network
on chip. These survey studies which are published in 2008 are not covering the
broader spectrum of NoC architectures using various parameters and only cover eight
NoC architectures based on few parameters. The survey study [42] is very well
written but explains the general trends in NoC research and practices. The
comparison is more qualitative then quantitative. The survey study was published in
2012 and it covers seventy seven different NoC architectures [54]. These architectures
are compared based on only four parameters. The parameters include year, switching,
topologies and implementation. This paper explains the basic principles of NoC which
include routing algorithm, switching, flow control techniques and other mechanisms.
The NoC has brought the tremendous change in the on-chip communication
mechanism. It has replaced the traditional wires with the routers and interconnects.
The bus between multiple components was not able to cope with communication
requirements of them. To overcome this problem O. Sharma [106] describes a quadro
coding technique for design space exploration using a two-steps scheme to optimize

the number of virtual channel buffers used to implement logical channels multiplexed



across the physical channel in a router output port for QOS supported on-chip

communication.

D. Matos [67] presented a Network-on-Chip (NoC) suitable for Dynamically
Reconfigurable systems. The router in this NoC detects online errors of routing
algorithm and is also able to find errors in the data packet. Algorithms here are
adaptive in nature which permits bypassing of faulty components and dynamically
implemented in the network. The architecture is based on additional state indications
as well as particular logic blocks. The basic idea is that faulty blocks which are
permanent are disconnected from the routers. The originality in the proposed NoC is
that only the permanently faulty parts of the routers are disconnected. This guarantees
a high throughput during run time in the NoC without any data packet loss. It is also
having a self-loopback mechanism inside each router. High throughput along with

low power, low area maintaining high performance is the calling demand.

D. D. Tomaso [50] discussed that power, area, and performance of the NoC
architecture are tightly integrated with the design and optimization of the link, router
(buffer and crossbar), and topology. Recent work has shown that adaptive channel
buffers (on-link storage) can considerably reduce power consumption and area
overhead by reducing or replacing the power-hungry router buffers [6]. However,
channel buffer design can lead to head-of-line (HoL) blocking, which eventually
reduces the throughput of the network. In this paper, it discusses about design channel
buffers and router crossbars to improve the performance (latency, throughput) while

reducing the power consumption.

R. Marculescu discusses about the key research problems in NoC design. Through
dynamic and creative research into questions ranging from integrating reconfigurable
computing techniques, to task assigning, scheduling and arrival, to designing an
operating system to take advantage of the computing and communication flexibilities
brought about by run-time reconfiguration and network-on-chip, this represents a
complete source of the techniques and applications for reconfigurable network-on-
chip necessary for understanding of future of this field [18]. There's a crisis of global
interconnection with existing bus architectures in such SoC Designs. In response to

this crisis, Network-on-Chip (NoC) is an upcoming paradigm, and is becoming the



leading contender to replace the conventional bus architectures. Many Network-on-
Chip topologies [50] have been proposed in an attempt to tackle
various chip architecture needs and routing techniques. In this paper, some of
the topologies such as Mesh, Torus, Binary Tree and Butterfly Fat Tree (BFT) have
been simulated using a Network Simulator (NS2) and their performances have been
assessed and compared taking throughput, maximum end-to-end latency and dropping
probability as assessment parameters. Till now we focus on high performance features
but how to control errors should also be taken into consideration.

T. Boraten, in 2016 proposed the impact of various runtime techniques to control soft
errors against noise, high performance, and low energy consumption which are key
objectives in the design of on-chip networks and on the trade off between them [28].
In all these works performance and reliability are measured separately. It shows the
use of error-control schemes in on-chip networks results in degradable systems,
hence, performance and reliability must be measured jointly using a unified measure,
i.e., perform ability. A detailed comparative analysis of the error-control schemes
using the perform ability analytical models and SPICE simulations is provided taking
into consideration voltage swing variations (used to reduce interconnect energy
consumption) and variations in wire length. Furthermore, the impact of noise power

and time constraint on the effectiveness of error-control schemes are analyzed.

2.2 Routers:

Analytical Design and implementation of on-chip router architecture for NoCs, which
is the concept of high efficiency architectural design is present in Design and
Performance Evaluation of a NoCs- Based Router Architecture for SoCs [10]. After
online detection of chip there arises the need for varying buffer depth so emerge the
concept of reconfigurable routers. In this section of literature survey we did a study
where several of these ideas demonstrate that in the same application there is the need
to use routers with different features and communication needs. A. Bouhraoua [87]
observed the need to have heterogeneous links in a network-on-chip, where for each
application a link with appropriate size is used. A heterogeneous router was presented
based on heterogeneous links with two wrappers for each router. These wrappers
control the traffic between the heterogeneous channels and each channel works with

the message compatible with its width. Following this path, Kreutz et al. [43]



analyzed the architecture of three routers, each one having different characteristics.
Ahmad et al. [58] proposed a network router designed with a bus like interface in
2008. An in-built wrapper is used, and thus any component compatible with a bus can
be integrated into the NoC architecture. The interface of this router becomes a simple
bus. The objective of this proposal was to reduce the design time and to ease
integration, since it is not necessary to known to the NoC architecture. When the
network has a channel that requires high bandwidth, the NoC changes the switching,
obtaining a dedicated path between the IPs.

C.K Hsu presents low power detection method that supports buffer less concept.
However, buffer less NoC [79] has some limitations that include lower network
throughput caused by deflection routing at high load. It discusses the drawbacks of
buffers and hence introduce buffer less Network-on-Chip. The major component of
a Network-on-Chip architecture is the router, which affects the data transmission
latency, chip area and power consumption. Inside the router, buffers occupy a
significant amount of power and a large partition of chip area. Therefore buffer
less NoC, which discards the buffers in the routers, has been proposed for solving the
power and area problem. In this paper, a low power deflection routing method is
proposed for the buffer less on-chip network dealing with the routing problem and
achieving the low power goal. It uses routing matrix for constructing the possible
routing path, and then selects the best route for each data packet. Only few
calculations are used in this method therefore lowering power consumption the low
power goal. In addition, the longer router critical path impacts the router frequency,
which reduces the amount of bandwidth provided by the network router. These
limitations reduce any benefit of buffer less NoC - especially for high-throughput
workloads such as GPGPU. It provides a simple analysis into how the benefit of
buffer less NoC can be reduced for high throughput workloads, especially in terms of
energy-efficiency. Then propose clumsy flow control (CFC) - a congestion control
mechanism that can reduce the amount of deflection and improve the efficiency of
buffer less NoC. The clumsy flow control enables the allocation to be simplified and
propose a novel switch allocation (randomized-deterministic allocation) which
significantly reduces the router critical path. The combination of these two techniques

result in our buffer less NoC to exceed the system performance of buffered network



by approximately 7% (up to 22%) while reducing network area by 53% and energy by
52%.

A novel system-level buffer planning algorithm that can be used to customize the
router design in Networks-on-chip (NoCs) is presented in System-Level Buffer
Allocation for Application-Specific Networks-on-Chip Router Design. M.A. Faruque
discusses a novel methodology [54] for design space exploration using a two-steps
scheme to optimize the number of virtual channel buffers used to implement logical
channels multiplexed across the physical channel in a router output port for QoS
supported on-chip communication.

P.P. Pande discusses about broad perspective on the design, synthesis and Integration
issues associated with NoC design [82]. It also discusses about types of IPs, compact
switch architecture and its fast path setup scheme for circuit-switched on chip
network.

2.3 Links:

The links have become main element in dynamic power dissipation in a Network on
Chip (NoC) design. D.N Sama in paper [40] entitled “A Novel Encoding Scheme for
Low Power in Network on Chip Links” proposed schemes on the power reduction in
between the links. Dynamic power dissipation in interconnects is a major contributor
to power consumption in Network on Chips (NOCs). This is mainly due to two
factors, self switching activity of the particular link and coupling switching activity
among adjacent links. Two novel techniques are proposed to reduce power
consumption due to switching transition and crosstalk. First technique reorders the
data in such a way that switching transition is brought down. In the second technique,
it is ensured that power consumption due to cross coupling activity is reduced.
Encoder and Decoder exhibiting the proposed scheme have been described in RTL
level in Verilog HDL, synthesized and mapped into UMC180 nm technology library.
It has been observed that the proposed technique (TSC) offers an average reduction in
dynamic power consumption of 17.34%. Proposed scheme was compared with
existing techniques and observations concluded that there was not much degradation
in area, speed and static power dissipation. Power reduction when subjected to

different kinds of data streams was analyzed and results indicate that proposed



scheme offers uniform power reduction irrespective of the nature of data stream
unlike the existing techniques.

C.S. Behere [101] in 2014 proposed the data encoding scheme for the power
reduction in network on chip links. This data encoding scheme exploits the wormhole
switching techniques and works on an end-to-end basis. It means, flits are encoded by
the network interface (NI) before they are injected in the network and are decoded by
the destination NI. This makes the scheme transparent to the underlying network since
the encoder and decoder logic is integrated in the NI and no modification of the router
architecture is required. Data encoding schemes are other techniques to reduce
switching power in NoC links by reducing self transition and coupling transition in
links. This paper proposed data encoding scheme called self and coupling driven bus
invert (SCDBI). By using this method we can reduce the switching power by 34.64%
without any significant degradation in area and performance. The SCDBI Encoding
Scheme gives better power reduction in between the links. The power dissipated by
the links of a NoC contribute significant fraction of the total power budget. This paper
proposed the use of data encoding techniques as a viable way to reduce power
dissipation in NoC links. The SCDBI scheme is transparent because they operate on
an end-to-end basis and no need to modify the router architecture, only the NI is to be
augmented with the encoder and decoder. Although, it represents an overhead, does
not introduce a significant penalty both in terms of cost (i.e., silicon area) and latency.
The simulation results and synthesis results have shown that, by using the SCDBI
encoding scheme power dissipation of the coupling switching activity and self
switching activities are reduced in links that connects routers inside the NoC.
Precisely, as compared to a baseline implementation in which no data encoding
techniques are used, a reduction of up to 34.64% of power dissipation has been
observed without any compromise in area as well as performance.

M. Palesi et.al in paper [110] entitled “Data Encoding Schemes in Networks on
Chip” proposed the use of data encoding techniques as a viable way to reduce both
power dissipation and energy consumption of NoC links.

The proposed encoding schemes have been compared with several encoding schemes
proposed in literature on data set from various sources. N. Jafarzadeh et.al in paper
[108] entitled “Data Encoding Techniques for Reducing Energy Consumption in

Network-on-Chip” proposed efficient power reduction than the previous paper. This



paper presented various encoding methods to reduce dissipation of power in various
links of NoC. Simulation results carried out on various set of data validitate the
proposed methods effectively, which shows saving up to 54% of power dissipation
and 17% of energy consumption without degradation in area and performance.
reducing the test time with small area overhead, K. P. Sridhar demonstrated a method
using Hamming Encoder and Decoder [99] aimed to reduce the test time with small
area on NoC. It reduces the switching activity between the modified test inputs which
lead us to reduce the test power dissipation during testing. The area is estimated by
adding hardware component in the Field Programmable Gated Array (FPGA)
SPARTAN Il kit using XILINX ISE Design Suite 14.7. Hardware Description
Language (HDL) Verilog is used to describe the additional hardware component. The
simulation result verifies that 6% area is required additionally. So far various single
technique targeted specific parameter has been surveyed. Now there comes hybrid of
techniques taking advantage of each technique is also surveyed.

S. Chetan compared the power ratio between the network on chip links [101] and
find router links are more power hungry than router. The dynamic power dissipation
in links is major contributor to the power consumption in network on chip. This is due
to the self switching and the second factor is cross coupling capacitance. In the
proposed encoding technique the first self switching is reduce by checking the
switching transition and then the coupling between the links is checked and ensured
that the power consumption is reduced. The encoder and decoder of the proposed
scheme are described in the RTL level in Verilog HDL.

2.4 Routing Algorithms:

For any N.O.C architecture algorithm plays a vital role for communicating packets.
S.D Chawade describes a modified XY routing algorithm [58] combined with a
scheduler to be used on NoCs. This method is a fast way to transferring data via a
specific path between two nodes in the network and the scheduler further helps to
avoid collision.

XY and OE algorithms based on the 4x4 mesh topology by using NIRGAM emulator
presented in Comparison of 2D MESH Routing Algorithm in NoCs [59] .It describes
about most suitable algorithm for 2D mesh topology.

The NoC online fault detection problem has been widely explored in literature for non

reconfigurable architectures. Basically the associated methodologies and algorithms



have focused on minimizing different metrics, using different algorithmic solutions. J.
Borecky [94] discusses about various fault models for on line testing on a reliable
reconfigurable real-time operating system (R3TOS) that was developed for
reconfigurable systems without NoC. The R3TOS executes scheduling and placement
of tasks using several different metrics and methods. The placement algorithms focus
on preserving the maximum empty rectangle (MER) for the future use for as long as
possible. The algorithm analyses the timeline, for preventing future fragmentations of
modules, keeping the modules packed, and, consequently, achieving higher
computation densities. [29] Compares various algorithms for minimizing energy
consumption: exhaustive search, simulated annealing, greedy incremental, and largest
communication, among others. Several works also proposed a multi objective
approach like in, where an immune-adaptive algorithm was presented for reducing
both power consumption and latency. Along with online detection problems
associated with N.O.C mapping has also been reviewed. N.Karimi [95] presents on-
line fault detection and location for NoC interconnects where a placement and
mapping methodology is studied for simple PRS-NoCs, with a direct and regular NoC
topology. The space of the FPGA is divided in big reconfigurable slots connected to
routers, in which modules are placed. The placement and mapping are proposed for
both application design and operating time and for multi applications. In the pre
processing step, the solution is divided in basic mapping and specific configurations.
The basic mapping is composed of the modules which are used by the most of the
applications, and the specific configurations are a set of configurations that cannot be
reused from the based mapping. Firstly, a genetic algorithm is used for placing
modules of the base mapping. A second mapping is executed for placing the modules
that belong to specific configurations. Other algorithms are proposed for real-time
mapping: a greedy algorithm for configurations reuse or a SAT solver. For reducing
latency a new pipelined router design focused on reducing the router latency and
identifies the router components that take most of the critical path, and thus limit the
router frequency.

XY routing algorithm[58], which is a kind of distributed deterministic routing
algorithms present in Comparison Research between XY and Odd-Even Routing
Algorithm of a 2-Dimension 3X3 Mesh Topology Network-on-Chip it demonstrate
the two routing algorithms XY routing algorithm and OE routing algorithm for 3X3



mesh topology. Literature survey for high performance based on different topologies
has also been done. A.Barzinmehr [63] discusses about recent multi core processors
have leveraged a ring topology and hierarchical ring can increase scalability but
presents different challenges, including higher hop count and global ring bottleneck.
In particular, we propose a novel hybrid flow control for hierarchical ring topology to
scale the topology efficiently. The flow control is hybrid in that the channels are
allocated on flit granularity while the buffers are allocated on packet granularity. The
hybrid flow control enables a simplified router micro architecture (to minimize per-
hop latency) as router input buffers are minimized and buffers are pushed to the
edges, either at the output ports or at the hub routers that interconnect the local rings
to the global ring-while still supporting virtual channels to avoid protocol deadlock.
We describe a packet-quota-system (PQS) and a separate credit network that provide
congestion management, support prioritized arbitration in the network, and provide
support for multi flit packets. We also provide alternative designs for the credit
network and PQS architectures. A detailed evaluation of a 64-core CMP shows that
the tNoC improves performance by up to 21 percent compared with a baseline,
buffered hierarchical ring topology while reducing NoC energy by 51 percent. If in
the above discussed router buffer comes in sharing mode than it can lead to high
performance.

A.Tran in 2014 presents a new shared buffer based router architecture employing
dual buffers [79]. It is shown that the proposed architecture has an advantage in its
increased buffer utilization leading to an improved throughput and reduced latency.
The experiments show that the proposed architecture improves the NoC's throughput
and latency compared with a conventional architecture with little overhead in the
control logic. Using buffers in various ways for saving power is already discussed

above.
2.5 EMBEDDED NoCs on FPGA:

This section reviews embedded NoCs on FPGA research conducted by various
academic and industrial groups. According to L.Benini and D.Micheli, NoCs are
forecast to become the main interconnection substrate for large systems on chip
(SoCs), which is described in “the only path to mastering the complexity of SoC
designs in the years to come. “As FPGAs become ever larger reconfigurable

computing platforms, researchers started believing the huge benefits from NoCs in



integrating the FPGAs with an embedded NoC and so they focused on how to use the
NoC for transporting data in FPGA applications of different design styles. The Fabric
Port is a flexible interface between the embedded NoC and the FPGA’s core; it can
bridge any fabric frequency and data width up to 600 bits to the faster but narrower
NoC at 1.2 GHz and 150 bits.

Field-programmable gate-arrays (FPGAs) have evolved to include embedded
memory, high-speed I/O interfaces and processors, making them both more efficient
and easier-to-use for compute acceleration and networking applications. However,
implementing on-chip communication is still a designer’s burden wherein custom
system-level buses are implemented using the fine-grained FPGA logic and
interconnect fabric. The design of highly scalable NoCs for reconfigurable systems
was reported by Bartic et al [111]. Their decision allowed to instantiate arbitrary
network topology and having low latency and high throughput. To reduce the effort to
design the communication channels and to improve their hardware efficiency was
done by [112]. Altera's Qsys[113] and Xilinx's Vivado [114] IP integrator automated
the task of converting a desired communication style and specification into an
implementation using the FPGAs soft logic and interconnect fabric to make the
appropriate point to point links and arbitrated logical buses.

CoRAM[115], LiPar [116], NoCem [117] and Conmet [118] describe the work in
which the use of packet switched NoC in FPGA design were investigated. R.Giddin et
al [119] presented a novel NoC based architecture for FPGAs. The architecture and
implementation of a configurable router for embedded NoC support within FPGAs
was proposed by Pan and Manjijian [110].

M. S. Abdelfattah [121,122,123,124] explored the addition of a fast embedded
network-on-chip (NoC) to augment the FPGA’s with an embedded NoC and focused
on how to use the NoC for transporting data in FPGA applications of different design
styles. A flexible interface between the FPGA fabric and the embedded NoC allows
modules of varying widths and frequencies to transport data over the NoC. To
implement embedded NoC on system level communication in 2017 M. S. Abdelfattah
et al describes FPGAs with an embedded network-on-chip (NoC). They have
designed custom interfaces to connect a packet-switched NoC to the FPGA fabric and
I/Os in a configurable and efficient way and then define the necessary conditions to



implement common FPGA design styles with an embedded NoC. Four application

case studies highlight the advantages of using an embedded NoC.
2.6 CONCLUSION:

The developments in the area of NoC design and reconfigurable systems are reviewed
in this chapter. This literature survey shows that there has been a great amount of
work carried out in this area. Based on these works, the NoC design has advanced to
the extent of being useful in the reconfigurable systems. Various components
constituting NoCs, like routers, links and routing algorithm etc. have also been
reviewed in this chapter. Based on these studies, it is concluded that this area needs
more designs for further development of embedded NoCs for reconfigurable systems.



CHAPTER -3

PRELIMINARY CONCEPTS OF
RECONFIGURABLE SYSTEMS, SoCs & NoCs

In this chapter preliminary concepts of reconfigurable system and network on chip are

discussed briefly:
3.1 RECONFIGURABLE SYSTEM:

A reconfigurable system is a architecture that has good features of both hardware and
software by combining flexibility of software and the high performance of hardware.

It functions by processing high speed computing fabrics which is very flexible.

The best known example of reconfigurability in electronics is the field programmable
gate arrays (FPGAs), made popular originally in its role as a replacement for

application-specific integrated circuits (ASICs).

A simplified reconfigurable system [10], has six basic features as shown in Fig. 3.1.
1) soft-defined switches.

i) composable building block (circuit) elements (fixed and configurable).

iii) input/output structures.

iv) configurable wiring to connect these elements together.

v) configuration management engine to control the states of switches and

configurable settings and

vi) programming model defined for users that provides a conceptual picture of the

reconfigurable system to aid in its effective use to implement end designs.
Detailed descriptions of these features are:

i) Switches are the foundation of reconfigurable systems, since they allow for the

insertion of a configurable state. A switch can be thought of as software wire, where



the existence or absence of connection is defined by changing state. They are usually

implemented in real-world systems with MOSFET devices.

Configuration management engine
Il ' * ¥

CLB|*++|CLB| |[MEM|*=+ |MEM

{ ! !

Interconnection fabric

'

*Internal configuration access port

Fig. 3.1 A typical reconfigurable system [8]

ii) Building Block Elements In reconfigurable systems, as in the cells of the standard
library in VLSI design, modular composition of primitive elements and hierarchy
become key design principles. For FPGAs, the most important building block
primitive is the lookup table (LUT), which is simply a programmable truth table
capable of implementing different logic functions (AND, OR, etc.). LUTs are
themselves embedded within more complex building blocks referred to as
configurable logic blocks (CLBs). They are included in Fig. 3.1, as they represent the
key workhorse in modern FPGAs for implementing complex digital functions. In
principle, almost all digital functions could be implemented only using CLBs. As
FPGAs evolved, other types of building blocks emerged, referred to as hard-core
intellectual property (IP) blocks (which may either be fixed or also have embedded
“‘knobs’” and configurable features). These IP blocks contain dedicated circuitry
corresponding to frequently recurring design patterns. While at least some of these IP
blocks could be implemented as ‘‘soft cores’’ (literally shaped from within the FPGA
fabric itself using CLBs), using combinations of hard-core IP and fabric-based (soft)

IP has resulted in the most efficient implementations.

iii) Input / Output Blocks Input/output blocks (IOBs) are a specialized form building
block element intended to provide external communication. In modern FPGAs, 10Bs

are almost always configurable, usually capable of supporting more than a dozen



distinct physical layer interface concepts, ranging from general-purpose I/O to high-
speed serial links and often dedicated hard-core IP blocks supporting popular, and

interfaces (e.g., Ethernet).

iv) Configurable Wiring defines detailed terminal connections between building
blocks within a system providing the essential glue that expresses a system design,
and it is important for these connections to be made flexibly. A considerable fraction
of the real estate of modern FPGAs is dedicated to wiring, and a number of methods

have evolved in an attempt to combat wiring manifold growth.

v) Configuration Management Engine As shown in Fig. 3.1, reconfigurable systems
require some configuration management engine to manage the state of (and transfer

user designs into) reconfigurable system fabrics.

vi) A programming model, representation of all user-accessible switches within a
reconfigurable system (including the switch states of every CLB, IP block, and
configurable wire) is often referred to as the configuration bit stream. Since the bit
stream is in effect an informational string uniquely defining the personality of the

reconfigurable system or ‘digital DNA”’.

3.2 SYSTEM ON CHIP (SoCs) & NETWORK ON CHIP (NoCs):

A SoC stands for System on Chip [19]. It is a microchip on which the entire system
resides, i.e., all components such as transistors; peripherals etc are integrated on a
single chip. Before the evolution of SoCs different components were designed and
integrated or connected with external wire (buses) as shown in Fig. 3.2. Also, the
software was not integrated in these systems. As time spent, feature size decreased
which gave rise to the more packing density. In addition, requirement of low power
devices or simply need of battery operated devices increased. Time to market is also
expected to be low. All these factors gave rise to the evolution of SoCs, where
multiple IP cores are integrated on a single chip.

Advantage of SoCs [19]:

Less consumption of power is seen in SoC. More than 85% power is consumed in
data and bus address cabling. Since all the components are on the same chip and
internally connected, and their size is also very small, the power consumption is

significantly decreased. A SoC provides better design security at firmware and



hardware levels. A SoC features faster execution rate due to its high speed processor

and memory.

System-on-Chip (SoC)

Fig. 3.2 SoCs versus SIP versus SOB [19]

Disadvantage of SoCs:

The initial cost of designing SoC is high, even a single transistor or system damage is
very costly so the complete board cost and its servicing is very expensive. Due to cost
consideration it is not recommended for power-intensive applications.

Network on chip or network on a chip (NoC) is a communication system on chip
(SoC) between various intellectual property (IP) cores.

NoCs route data from the source to the destination components, by a network fabric
that consists of switches (routers) and interconnection links (wires). An example of a
NoC system is illustrated in Fig. 3.3 It shows a NoC architecture showing
interconnections with mesh topology, that consist of processing elements (PESs)

joined by routers and links.

Buffers
) (packet
PE| | |PE| | |PE| | [PE storage) =~ Crossbar
)
PE PE PE PE
)
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j - Arbiter
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Fig. 3.3.a A NoC system [27]
Network interface is used to packetize data generated by processing element which is

further connected to a router, which has buffers at its input to accept data packets



from processing element or neighbouring routers connected. Inside the router is
placed a crossbar switch which is used to route the data packets from the input buffers
to output, based on the address in the packet header.

To determine which packet should be given priority when multiple packets are
received to travel on same link a component named arbiter is used.

Networks-on-chip (NoC) is an evolutionary process as shown in Fig.3.4, the time
frame for which will be determined by several factors such as the rate of increasing
design complexity and how rapidly process technology will continue to advance, in

the coming years.
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Fig. 3.3.b Evolution of on-chip communication architectures [27]

The communication design space for NoC type architectures is much larger and more
complex than for bus-based communication architectures, the design problems.
Remain the same, requiring a trade-off between performance, power, cost, area, and
reliability to create a communication fabric that can meet the requirements of a given
application.

3.2.1 NETWORK TOPOLOGIES:

The topology of a NoC specifies the physical organization of the interconnection
network. It defines how nodes, switches, and links are connected to each other.
Topologies for NoC can be classified into three broad categories — direct networks,
indirect networks, and irregular networks. These are described below.

In direct network topologies as shown in Fig. 3.4, each node is directly connected to
neighbouring nodes. The nodes consist of memories and computational blocks along
with a network interface block or router. Links are used to connect the routers of the
neighbouring nodes .

A fully connected direct network topology, as shown in Fig. 3.4 (a), where every node



is directly connected to all the other nodes is quite prohibitive. More the connectivity
more is the probability of better performance, but at the cost of more energy and area.
Examples of popular orthogonal direct networks include the n-dimensional mesh Fig.
3.4(b), ring Fig. 3.4(c), torus Fig. 3.4(d), folded torus Fig. 3.4(e), and octagon Fig.
3.4(f) topologies.
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Fig. 3.4 Direct network topologies (a) Point to point (b) Mesh (c)
Ring (d) Torus (e) Folded Torus. (f) Octagon [27]
In indirect network topologies, each node is connected to an external switch, and

=

ly

switches have point to-point links to other switches. The NI associated with each node
connects to a port of a switch. Switches do not perform any information processing,
and correspondingly nodes do not perform any packet switching. Indirect or switch-
based networks are another major class of interconnection networks. Instead of
providing a direct connection among some nodes, the communication between any
two nodes has to be carried through some switches. Each node has a network adapter
that connects to a network switch. Each switch can have a set of ports. Each port



consists of one input and one output link.

Fig. 3.5 shows examples of popular multi-stage indirect networks. [27] Fig.3.5 (a)
shows an example of the fat-tree topology. In this tree topology nodes are connected
only to the leaves of the tree. For a simple-tree topology, it was observed that the root
and its neighbours have higher traffic. This problem can be alleviated by using fat
trees, where links among adjacent switches are increased as they get closer to the root

of the tree. Figure 3.5 (b) shows a 2-ary, 3-fl y butterfly topology.
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Fig.3.5.a Indirect network topologies (a) fat tree (b) butterfly [27]

Irregular or ad hoc network topologies are usually a mix of shared bus, direct, and
indirect network topologies. The goal of these topologies is to increase available
bandwidth as compared to traditional shared buses, and reduce the distance between
nodes as compared to direct and indirect networks. Irregular topologies are typically
customized for an application.
An example of an irregular network topology is a reduced mesh in which unnecessary
routers and links have been removed as shown in Fig. 3.5(a). A cluster-based hybrid
network— where each cluster has any combination of a shared bus-based, direct, or
indirect network topology—is another example of an irregular topology. Fig.3.5 (b)
shows an example of a cluster-based hybrid topology which combines a mesh and a
ring topology.
|
I

Fig. 3.5.b Irregular network topologies (a) optimized (reduced) mesh, (b) cluster-
based hybrid (mesh + ring) topology. [27]



3.2.2 Switching Strategies:

The NoC switching strategy determines how data flows through the routers in the
network. The architecture of a generic router is shown in Fig.3.6 and is comprised of
the following major components.

i) Buffer: These are first-in first-out (FIFO) buffers for storing messages in transit. In
the model shown in Fig. 3.6, a buffer is associated with each input physical channel
and each output physical channel. High-speed routers will utilize crossbar networks
with full connectivity, while lower-speed implementations may utilize networks that
do not provide full connectivity between input buffers and output buffers.

i) Routing and arbitration unit: This component implements the routing algorithms,
selects the output link for an incoming message, and accordingly sets the switch. It
will be routed again after the link is freed and if it successfully arbitrates for the link.
iii) Link controllers (LCs): The flow of messages across the physical channel
between adjacent routers is implemented by the link controller. The link controllers
on either side of a channel coordinate to transfer units of flow control.

iv)Processor interface: This component simply implements a physical channel
interface to the processor rather than to an adjacent router.

It consists of one or more injection channels from the processor and one or more
ejection channels to the processor. Ejection channels are also referred to as delivery
channels or consumption PEs (nodes) generates messages that are partitioned into
possibly several data packets. A packet is further divided into multiple flits (flow

control unit).

Fig. 3.6 A Router model [28]
A flit is an elementary packet on which link flow control operations are performed,
and is essentially a synchronization unit between routers [28]. Each flit is made up of

one or more phits (physical units). A phit is a unit of data that is transferred on a link



in a single cycle. The size of a phit is typically the width, in bits, of the
communication link. Fig. 3.7 shows the structure of phits, flits, packets, and

messages. Different NoCs architectures use different phit, flit, packet, and message

sizes.
Message [ i [ 1 ]
Packet
eader \
| |
Flit | | |

Phit Phit Phit

Fig.3.7 Structure of messages, packets, flits, and phits [27]

The choice of size can have a significant impact on cost, performance, and power for
NoCs fabrics. The two main modes of transporting flits in a NoCs are circuit
switching and packet switching. These are described below.

In circuit switching, as shown in Fig. 3.8, a physical path between the source and the
destination is reserved prior to the transmission of data. The physical path is made up
of a series of links and routers, and the messages from the sender are sent in their
entirety to the receiver once a path (circuit) is reserved. A message header flit
traverses the network from the source to the destination, reserving links along the
way. If the header fl it reaches the destination without any conflicts, all links in the
path are available and an acknowledgement is sent back to the sender. Data transfer
then commences for the sender upon receipt of the acknowledgement. If a link has
been reserved by another circuit, however, a negative acknowledgement is sent back
to the sender. The path is held until all the data has been transmitted, after which the
path is torn down as part of the tail fl it. The advantage of this approach is that the full

link bandwidth is available to the circuit once it has been set up

A Header
Probe Acknowledgment Data

Link SR

Time Busy

Fig. 3.8.a Circuit switching time space diagram [28]



In packet switching as shown in Fig. 3.8, instead of establishing a path before sending
any data as is done in circuit switching, the packets are transmitted from the source
and make their way independently to the receiver, possibly along different routes and
with different delays.
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Fig. 3.8.b Packet-switching time space diagram [28]
While in circuit switching there is a start up waiting time, followed by a fixed
minimal latency in the routers, packet switching involves a zero start up time,
followed by a variable delay due to contention in routers along a packet’s path.
Without link reservation, multiple packets from different sources can arrive at a router
and attempt to use a link at the same time. There are three popular packet switching
schemes: (i) store and forward (SAF), (ii) virtual cut through (VCT), and (iii)
wormhole (WH) switching. These are described below.
1) SAF Switching:
In this simple switching technique, a packet is sent from one router to the next only if
the receiving router has buffer space for the entire packet. Routers forward a packet
only when it has been received in its entirety. The buffer size in the router is at least
equal to the size of a packet. Because of large buffer size requirements for this
technique, it is not commonly used in NoC.
i)VCT switching:
This technique as shown in Fig. 3.9, reduces the router latency over SAF switching by
forwarding the first flit of a packet as soon as space for the entire packet is available
in the next router (instead of first waiting for the entire packet to be received and then
ensuring that sufficient buffer space is available in the next router before initiating
packet transfer).
Cut-through routing is assumed to occur at the flit level with the routing information
contained in 1 flit. This model assumes that there is no time penalty for cutting

through a router if the output buffer and output channel are free. Depending on the



speed of operation of the routers, this may not be realistic. Note that only the header
experiences routing delay, as well as the switching delay and wire delay at each
router. The other flits follow the first fl it without any delay, if no space is available in
the receiving buffer, no flits are sent, and the entire packet is buffered. Since the
buffering requirements of this scheme are the same as that for SAF, it is also not
frequently used in NoC.

A
Packet Header

!

| | | L, Message Packet Cuts

Lidk i ' Through the Router
= |~

I .+t

Iblocking

Time Busy
Fig. 3.9 Virtual cut-through switching time space diagram [28]

iii) Wormhole switching:

In this technique, buffer requirements are reduced to one flit, instead of an entire
packet. A flit from packet is forwarded to the receiving router if space for that flit is
available in the router. In wormhole switching, message packets are also pipelined
through the network. However, the buffer requirements within the routers are
substantially reduced over the requirements for VCT switching. A message packet is
broken up into flits. The flit is the unit of message flow control, and input and output
buffers at a router are typically large enough to store a few flits. For example, the
message buffers in the Cray T3D are 1 flit deep, and each flit is comprised of eight
16-bit phits. The message is pipelined through the network at the flit level and is
typically too large to be completely buffered within a router. Thus, at any instant in
time a blocked message occupies buffers in several routers. The time-space diagram
of a wormhole-switched message is shown in Fig.3.10

If there is insufficient space in the next router to store the entire packet, parts of the
packet are distributed among two or more routers. Such a distribution of packets
among multiple routers can result in blocking of links, which leads to higher
congestion than in SAF and VCT. WH switching is also more susceptible to
deadlocks than both SAF and VCT switching, due to usage dependencies between



links.
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Fig.3.10 Wormhole-switching time space diagram [28]
3.2.3 ROUTING ALGORITHMS:

Routing algorithms [58] are responsible for correctly and efficiently routing packets
or circuits from the source to the destination. Routing schemes can broadly be
classified into several categories such as static or dynamic routing, distributed or
source routing, and minimal or non-minimal routing. These are described below:

i) Static and dynamic routing:

Routing decisions in a NoC router can be either static (also called deterministic or
oblivious) or dynamic (also called adaptive). In static routing, fixed paths are used to
transfer data between a particular source and destination. This routing scheme does
not take into account the current state of the network, and is unaware of the load on
the routers and links when making routing decisions. One of the many advantages of
static routing is that it is easy to implement, since very little additional router logic is
required. Static routing also permits packets to be split among multiple paths between
a source and destination, in a predetermined manner. If only a single path is used,
static routing usually guarantees in-order delivery of data packets. This eliminates the
need for adding bits to packets at the NI, in order to correctly identify and reorder
them at the destination. In dynamic routing, routing decisions are made according to
the current state of the network, considering factors such as availability and load on
links. As such it is possible that the path between the source and destination changes
over time, as traffic conditions and requirements of the application change. This also
allows support for more traffic on the same NoCs topology. Static routing is used for
cases where traffic requirements are steady and known ahead of time, whereas
dynamic routing is more desirable when traffic conditions are more irregular and

unpredictable. Examples of static (or oblivious) routing algorithms include dimension



order routing (DOR), XY, pseudo-adaptive XY, surrounding XY.

ii) Distributed and source routing:

Static and dynamic routing schemes can be further classified depending on where the
routing information is stored, and where routing decisions are made. In distributed
routing, each packet carries the destination address (e.g., XY co-ordinates or number
identifying the destination node or router), and routing decisions are made in each
router by looking up the destination addresses in a routing table or by executing a
hardware function. Thus every network router can be considered to implement a
function that takes the destination address of a packet as an input and generates a
routing decision as an output. When a packet arrives at the input port of a router, the
routing table is consulted (or routing logic is executed) to determine the packet’s
output port based on its destination address. In source routing, pre-computed routing
tables are stored at a node’s (or PE’s) NI. When a source node transmits a data packet,
the routing information is looked up at the source router (or NI) based on the
destination address, and this information is added to the header of the packet. Each
packet thus carries the routing choices in its header for each hop in its path. When a
packet arrives at a router, the routing information is extracted from the routing field in
the packet header. Unlike distributed routing, source routing does not require a
destination address in a packet, any intermediate routing tables, or functions needed to
calculate the route. Source routing requires additional routing information in a packet
header, and the number of bits increases for longer paths. Additional routing tables
may also be needed with specific entries for each source.

iii) Minimal and non-minimal routing:

Another way to distinguish between routing schemes is to classify them as minimal
or non-minimal distance routing. A routing is minimal if the length of the routing path
from the source to the destination is the shortest possible length between the two
nodes. A non-minimal routing scheme does not have such constraints, and can use
longer paths if a minimal path is not available. By allowing non-minimal paths, the
number of alternative paths is increased, which can be useful for avoiding congestion.
Non-minimal routing can, however, have an undesirable overhead of additional power
consumption in NoC. A routing algorithm is typically responsible for ensuring
freedom from deadlocks in packet switched NoC. A deadlock occurs when one or

more packets in a network become blocked, and remain blocked for an indefinite



amount of time waiting for an event that cannot occur. When a flit is transferred
between neighbouring routers, it releases a buffer in the first router and occupies the
buffer in the second router. If the buffer in the second router is occupied, the flit is
held until the buffer is available.



CHAPTER 4

RECONFIGURABLE ROUTER DESIGNS

The NoCs usually have three basics components-router, links, and wrappers. Router is
the most important component of NoCs design. Various types of router are used in
NoCs. The performance improvement, low area, high throughput, low latency and
low power are basic requirements of the router design. In this work, we lay emphasis
on why reconfigurable routers are required and how with optimum size buffer depths
it can work to improve performance and efficiency. The basic principle is that channel
can borrow or lend unit of its buffer from or to of its neighbouring channel.

In this chapter after selecting an appropriate topology, we have designed four
reconfigurable routers, to improve overall efficiency and performance by
reconfiguring buffer size according to the need of channel at run time.

Methodology & Techniques:
Methodology of design process for proposed routers of reconfigurable system:

1. DESIGN ENTRY (CODING)

2. SIMULATION

3. SYNTHESIS

4. IMPLEMENTATION
For the design purpose hardware description language VERILOG is used. For the
simulation purpose MODELSIM Edition10.3 TOOL is used and test bench is written
in Verilog by which working of routers designs is tested and simulated in Modelsim
tool.
For the Synthesis purpose Xilinx ISE Design Suite 13.4 Tool is used. The Xilinx
design tool gives a low level design. It shows the RTL VIEW, total design summary

of circuit, and total power consumption by the circuit.
4.1 SELECTION OF TOPOLOGY:

In NoC selecting a topology plays vital role as flow control, routing strategy etc. are
based on it. Of the various topologies briefed in Section 3.2.1, the Mesh is quite easier

to design and it can also easily integrate regular-sized IP cores on a single chip.



Among the various mesh topologies, 2D Mesh is a very popular topology used for
NoCs due to its less complex implementation, simplicity of the XY routing strategy
and the network scalability.

Assessing various performance metrics [62] of NoC like Maximum End-to-End
Latency, Dropping Probability and Throughput, 2D mesh has better throughput and
dropping probability as compared to others. So for this work we have selected 2D

mesh because of its flat configuration.
4.2 RECONFIGURABLE ROUTERS:

1. RRIE (Reconfigurable router to improve efficiency):

In this proposed reconfigurable router buffer size is reconfigured as per the need of
the channel during run time without burdening routers and thus to increase overall

performance.

2. HRRLPHP (Heterogeneous reconfigurable router for low power

and high performance):

In this proposed heterogeneous reconfigurable router channel will take data either
from its own channel or from neighbouring channel thus supporting heterogeneous
data.

3. EDRRHT (Eight directional reconfigurable router for high
throughput):

In this proposed eight directional reconfigurable router, four more directions (NE,
NW, SE, and SW) are added. It now supports Eight Directions. It uses Buffer less
storage concept to store the data of four newly added directions. Data of newly added

directions share FIFO from their neighbour to store its data. Thus, the architecture

requires less area.

4. SRRODFB (Smart reconfigurable router for online detection of

faulty blocks):

In this proposed smart reconfigurable router with the help of loopback technique

faulty blocks can be localised and removed, it is based on a new reliable NoC-based



communication approach called RKT-NoC.
4.3 DESIGN OF RRIE:

In this proposed reconfigurable router, efficiency has been improved by reconfiguring
buffers according to the requirement, for use in NoCs. The router has low area,
consume less power and provide high performance hence overall increase in
efficiency. In this architecture it is possible to dynamically configure different buffer
depth for the channel. Block diagram of RRIE is shown in Fig. 4.1. Broadly it is
divided in the following parts:

e FIFO.
e Channel flow /Control logic.

e Crossbar.
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Fig. 4.1 Block diagram of RRIE

Detailed description is given below:
4.3.1 FIFO:

FIFO (First In First Out) buffer as shown in Fig.4.2 is used as input buffer to store the
data temporarily. Whether the communication can be started or not is decided by the
status of the FIFO. If it (FIFO) is empty then the data can be written in it and
communication can start. When FIFO becomes full the data is forwarded to the next

router (destination). The control logic controls the read and write operations of the



FIFO. In our design, the word length considered for FIFO is 8-bits but it can be
changed as per the requirement of the design. The number of read and write
operations in the FIFO buffers are stored by Read counter (rd_en) and write counter
(wr_en) variables. These variables tell whether the FIFO is empty or full. The variable
data_in_s corresponds to data that is an input to south FIFO while data_in_e and
data_in_w are the data coming from east and west buffers, respectively, and in
reference with the south buffer. The data output from the south buffer is represented
by Data_out_s and it flows via channel to crossbar and is available as output with the
logic applied. East and west buffers’ data headed to their own buffers are represented
by data out e and data_out w, respectively. Acknowledgement signals are ack_s,
ack_e and ack_w. For accepting data I/P of south FIFO south_enable, for accepting
data I/P of east FIFO east enable and for accepting data I/P of west FIFO,
west_enable is used. For reset, rst is used. It reckons buffer into its initial state. For

clock supplied to the entire design clk is used.
4.3.2 Channel Flow/Control Logic:

Channel Flow or Control Logic is shown in Fig. 4.3. It controls the arbitration of the
ports and resolves contention related issues. Updated status of all the ports is kept by
it and it has the information about the ports which are free and which ports are under
communication process with each other. Packets having the similar priority and
destinations as the same output port are scheduled. Channel Flow/Control Logic
usually play the role of in-charge for processing the priorities among many different
request inputs. This type of situation arises when, in a given period of time, many
input ports request for the same output port or resource. The Channel Flow/Control
Logic releases the output port connected to the crossbar once the last packet has
finished transmission, so that other waiting packets are able to use the output. In case
of an input channel connected to an output channel, the flits are sent one by one, and
the pointers are updated as each flit is sent.

Each channel has the information about its number of buffer slots allocation. When
the pointers shows an address which belongs to a neighbour buffer slot, the control
logic allows the sending of the respective flits to the output of its channel. As we do
not change the routing policy, there is no possibility of entering a deadlock situation.

When, one channel is asking buffers from another channel which is also asking for



buffers can be a matter of concern. As, only the neighbours are asked about
lending/borrowing, no cycle can be made, hence at the circuit level there is also no

issue of deadlock.
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router according to the need of data (c) Distribution of buffer words among the
neighbour channel [67].
Fig. 4.5 shows the router designed with fixed buffer depth of 4, the need of
reconfiguration of data and finally reconfigured router. By this reconfiguration
process, proposed architecture uses less number of FIFOs, for storing large data. In
this way proposed architecture has high performance.
4.3.4 Algorithm
For the reconfigurable router design discussed in this work, the FIFO resource was
allocated dynamically so that the adjacent neighbouring FIFO could store their data in
it as in the case when higher word length arrives that is at communication pattern
change.

The Algorithm followed for the same has been brought up into working by

designing via HDL and is discussed below:-



1. for router=0 to number_of routers

2. begin: for channel=0 to channel=3

3. begin: reset=0;current_max=0; right_max =0; left_max =0;

4. if current_not_full && write_enable

5. if current_enable=1

6. begin: buf_mem[write_ptr]=data_in_current;

1. current_max=current_max+1,

8. right_max=right_max+1; left_max=left_max+1;end

9. else if right_enable=1

10. begin: buf_mem[write_ptr]=data_in_right;

11. right_max=right_max+1,
left_max=left_max+1;end

12. else if left_enable=1

13. begin: buf_mem[write_ptr]=data_in_left;

14, left_max=left_max+1;end

15. end

16. end

This Algorithm was used only to present a study of buffer distribution, but actually,
this control can be realized in each router. An external control signal can be provided
in each router to define the buffer depth of each channel. The routers are autonomous
among themselves; the dependency just exists among the channels belonging to the
same router. Using a traffic monitor it is possible to define at runtime the appropriated
buffer depth to each channel, just indicating this size to the input ports responsible for
this control. This Algorithm provides an alternative to calculate the ideal buffer depth
according to the traffic in each channel as discussed in the objective.

4.3.5 Simulation Results:

Fig. 4.6 shows the simulation result of reconfiguration-al router. This simulation is
performed using Model Sim PE 10.4a.

Fig. 4.6 shows how the data enters from N, S, and W to east FIFO then comes out
from east buffer one by one.
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Fig.4.6 East channel of RRIE
In Fig.4.7 also as in Fig. 4.6 data from other channels enter into North Channel then
stores in north FIFO and then comes out one by one out from north FIFO to respective

destination.
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Fig.4.7 North Channel of RRIE




In Fig.4.8 also as in Fig. 4.6 data from other channels enter into south channel then
stores in south FIFO and then comes out one by one out from south FIFO to
respective destination
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Fig.4.8 South FIFO buffer of RRIE

Fig. 4.9 shows how the data from all four channels is routed towards crossbar and
then goes back to destined routers.

Fig. 4.9 Crossbar of RRIE.
Top module instantiates each and every internal module. The simulation results of this
top module of RRIE are shown in Fig. 4.10



o Ware =
Fle Edit View Add Format Tools Bookmarks Window Help
1| Wave -Default e

9-5d 8 1RBOD ugu@ama@\uﬂm B UBDES JJMJW* I EERELE]
EETE T ~ E -

B4 Jtop_th_new]Tijdata in s
B¢ ftop_th_new/T1/data_in_e
L ftop_th_new/T1dats_in n
B¢ top_th_new/T1data_in_w
B4 /top_tb_new/THfdout s s
18-% ftop_th_new[Tidout_cross ¢
I2-“s [top_th_new/T3/dout cross n
1B-%a ftop_th_new/T1/dout_cross_w.

“4. [top_th newT1/fifo_ful s

44 [top_th_newT1/ffo_ful_e

4. [top_th_new]T1/ffo_ful_n

4 [top_th newT1/ffo_ful_w

£ ftop_th_new[T1fd_s

£ ftop_th_new[Tijd_e

£ Jtop_th_new/Tifd n

£ ftop_th_new/Tijd_w

£ ftop_th_new[Tijar s

£ Jtop_th_new/Tijwr_e

£ Jtop_th_new/Tifwr_n

£ ftop_th_new[Tifur_w

B [top_th_new/T1/doutd_south
B4 flop_th_new/T1dout1_south_east
B [top_th_new/T1/dout2_south_west
B4 [top_th_new/T1/dout3_east_south
B ftop_th_new/T doutd,_nest_south
2 [top_th_new/T1/dout_east

00s In 1575 0

@ué

AL e

Fig. 4.10 Top Module of RRIE.

With the proposed router it is possible to have one single NoC connecting different
applications that might change their communicating patterns at run time. In the same
way, this architecture allows application updates without compromising the
performance of the system. Meanwhile, if a homogeneous router had been used in
these situations, design modifications at design time would have had to be made to
achieve the optimum case. In such case, one would need to redesign the homogeneous
NoC to set buffer sizes and position of the cores in the network. The technique

proposed here avoids costly redesigns and new manufacturing.



4.3.6 Synthesis Results:

Fig. 4.11 shows RTL view of complete architecture after synthesis and it shows all

four channels — south, west, east, north and the crosshar switch.
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Fig. 4.12 shows RTL view after synthesis of the complete south channel. It shows
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FIFO, five multiplexers, and crossbar switch.
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Fig.4.12 RTL View of south channel of RRIE
Complete router architecture has been designed and total power dissipation of the
complete router architecture is estimated with the help of XPower Analyzer tool in
Xilinx ISE. SPARTAN-6 FPGA is used for the implementation purpose. This total

power dissipation calculated at a frequency of 100 MHZ is shown in Fig.4.13 it is



clear shown in Figure that the total power dissipated by the router architecture is

around 15 milliwatt.
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Fig. 4.13 Total power dissipation of RRIE.

Fig.4.14 gives the design summary of the reconfigurable router in terms of number of

slice registers, number of slice LUTs, memory used etc.
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Fig.4.14 Design summary

To validitate the concept of proposed reconfigurable router and to prove the
advantage of NoC with reconfigurable routers instead of homogeneous routers,
various simulation results have been shown. It is possible to dynamically change the

buffer depth of each channel in reconfigurable routers while maintaining the same



performance level. Also by simulation results it is verified that to obtain the same
performance level with the reconfigurable router, the original architecture, i.e.
homogeneous routers requires more buffers.

The RRIE, while obtaining the same performance as that of the original architecture,
shows a significant reduction in power dissipation. It obtains the same performance as
that of the homogeneous router but with a buffer depth which is 63% smaller. Also,
RRIE shows that it is possible to reconfigure the router in accordance with the

application while obtaining similar performances.
4.4 Design of HRRLPHP:

The problem with the RRIE is that in it when a channel starting to accept packets
from its neighbour (left or right) it does not take any packet further from that channel.
It means it is not supporting heterogeneous data. From the simulation results area is
found to be slightly high. Both of these drawbacks are improved in the next proposed
reconfigurable router, HRRLPHP.

In this proposed heterogeneous reconfigurable router it continues to take the packet
input from its own channel even if a channel is taking data from its neighbouring
channel. So, it will support heterogeneous data. To reduce the area, two tag bits to the
packets in packet switching or flits (in wormhole switching) have been added. These
bits are added before storing the packets in the FIFO to indicate the channel to which
this packet or flit was input. Tag bits are '00’ when the packets are directly coming to
the concerned channel, 01° when packets coming from the right neighbour and ‘10’
when the packets are coming from the left neighbour. These tag bits are also used for
indicating the direction of output from the crossbar. For an 8 bit packet, the first two
bits are used to indicate the address of the next router. Control circuitry is
implemented in the present router by including features like acknowledge for writing,
acknowledge for reading, request and grant signals for writing in another channel’s

FIFO.

Fig.4.15 shows the proposed router architecture. Proposed architecture has 4 channels,
namely south, east, west and north. These channels are connected with each other and

through the crossbar switch.
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4.4.1 FIFO Buffer:
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Fig.4.16 FIFO buffer of HRRLPHP
4.4.2 Modified South Channel:

Fig. 4.17 shows how data flow in South FIFO is out then depending upon control
logic it is transferred to east, west, north FIFO. Similarly data from other three FIFO's

are out and send to corresponding destination depending upon control logic.
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Fig.4.17 South Channel of HHRLPHP

In the following Fig. 4.18, shows the input output pin diagram of RRIE.

datain_n dataout_n
datain_s dataout_s
datain_e dataout_e
datain_w dataout_w
rd n full n
rd_s full_s
rd_e TOP_ROUTER Full_e
rd _w full w
Wr_n empty_n
Wr_S empty_s
wr_e empty_e
Wr_W empty_w
clk
rst

Fig.4.18 Pin Diagram of HRRLPHP
4.4.3 Simulation Results:

By giving some data into FIFO, stack memory locations could be checked. Now

simulation waveforms of FIFO are shown in Fig.4.19. Data, 001, 111, 110, and 101



enter in FIFO through the input. These data values are store in F.I.LF.O locations. In
the simulated waveform we can check that FIFO_ buffer locations or memory
locations are occupied by this series of data or not. It can be seen in the Fig. that all
four memory locations are occupied by a series of data.
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Fig.4.19 Waveform of the FIFO of HHRLPHP
Fig. 4.20 shows how data is entered from all directions as an input to multiplexer and

then depending on selection line data entered from west is finally out.
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Fig. 4.20 Waveform of multiplexer of HRRLPHP
Fig.4.21 shows the complete south channel waveform. It shows that all four

channels are connected with crossbar switch because final output is taken from the



crosshar. Waveform of One value stored in West FIFO Stack and two values

stored in East Stack.
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Fig.4.21 Complete south channel waveform.
When 9 values are entering through south channel, 4 values store in south, 3 values
store in east & 2 values store in west. Fig. 4.22 shows the waveform of west stack and
east FIFO stack. Fig.4.22.a shows, how FIFO buffer of south, west & east is occupied

by data value and also the waveform of stored value in South, East, West channels.
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Fig.4.22.a West FIFO Stack and East FIFO Stack
Fig.4.22.b shows the values stored in south, east, and west FIFO Stack. Final output

of south channel is coming out from the mux5 of south channel. It is connected to



crossbhar switch.
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Fig.4.22.b stored value of south, east, west FIFO Stack

Fig. 4.23 shows the waveform of final output dout S after simulating the code in
Modelsim software.

From the simulation waveform it can be seen that final output of dout_S is same that
is entered in input of south channel. Its synthesis process is done by using Xilinx ISE

tool and the resultant RTL view is shown in the proceeding figures.
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Fig. 4.23 Waveform of final output dout_S of HRRLPHP



4.4.4 Synthesis Results:

Verilog HDL Code is successfully synthesized using Xilinx tool. The output as
the RTL view of FIFO is shown in Fig.4.24.
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Fig.4.24 RTL View of FIFO of HRRLPHP

A detailed gate level view of FIFO by post synthesis is shown in Fig. 4.25.

Fig.4.25 Detailed gate level view of FIFO of HRRLPHP

In Fig. 4.26 post synthesis result of south channel of HRRLPHP is shown.
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Fig.4.26 RTL view of south channel of HRRLPHP

Fig. 4.27 shows the RTL schematic of crossbar of HRRLPHP

|

i

Fig.4.27 RTL view of Crossbar of HRRLPHP

Fig. 4.28 shows the area estimation utilized in the designing of HRRLPHP.
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Fig.4.28 Area of HRRLPHP

In Fig.4.29 total power dissipation is shown and it is that the total power dissipated by
HHRLPHP is 0.020 W.
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The proposed heterogeneous reconfigurable router design for low power and high
performance architecture is far more efficient technique for integrated circuits on chip
than proposed reconfigurable router. This architectural technique saves power, area
and decreases the latency by a significant margin.

Using the homogeneous router, in order to sustain the same performance that the
proposed heterogeneous buffer scheme can achieve, a buffer of fixed size would have
to be much larger, with many more flip-flops. Thus, the proposed router reduces
power dissipation considering the same performance, once it uses much smaller
buffers, hence, less flip-flops and less power dissipation. The latency is minimized by
replacing normal crossbar switch with multiplexer based crossbar switch. The area is
minimized for heterogeneous reconfigurable router by addition of two tag bits for
direction. The implementation of technique and its simulated test results show that the
overall network performance of the proposed technique is better compared to the
conventional method. The improvement in performance is significant. The power
consumption is reduced to .020 W and on chip area utilization is only 53 mm?. The
throughput, however, is degraded marginally at 3% due to elimination of buffer
(which can be improved in next proposed reconfigurable router), which is tolerable
and insignificant for most of the applications. The power and area improvement is
huge and thus overall good improvement has been achieved.

4.5 DESIGN OF EDRRHT:

In HRRLPHP, low throughput is realised because data is routed in four directions

only. Also it does not have semi buffer concept to increase efficiency.

To improve the above drawbacks we propose EDRRHT where, four more directions
(NE, NW, SE, and SW) are added. It is now able to support Eight Directions. It also
support buffer less storage concept to store the data of four newly added directions.
Data of newly added directions share FIFO from their neighbour to store its data.
Thus, the architecture requires less area. Data from one direction can now be routed to
seven directions in comparison of previous one in which data from one direction can
be routed to three directions only. The Newly designed architecture provides more
routes to router to route the data thus it is helpful in decreasing critical path length of
a design and help in increasing the speed of the NoC. With this newly designed



architecture, we have also used rectilinear stennier tree path to shorten the data path to
router.

To obtain high throughput we have added new features in EDRRHT, like for reading
and writing acknowledgement signals are introduced, for writing in neighbouring
FIFO signal grant and request is added. Instead of using a normal fall-through FIFO,
we have used a circular FIFO. Two tag bits are added to indicate the channel to
which this packet or flit was input.’00’ for directly input packets and *10” for packets
coming from the right neighbour and ‘01’ for packets coming from the left neighbour.
The direction of output from the crossbar are decoded by tag bits.

Basic components of proposed architecture in Fig .4.30 is same as that of previous
one but with the addition of four arbiters NW, NE, SW, SE which supports buffer
less concept and used to store data from neighbours depending on priority which is

further dependent on priority table .

ARHITER NF

ARBITER N'W

WEST

CROS5 BAR

A

ARBITER SE

AREITER SW

Fig.4.30 Block diagram of EDRRHT.



Detailed block diagram of South West arbiter is shown in Fig.4.31 along with the in /
out signals. For the same data input and output signals red colour signals have more
priority than green input / output signals. Similar block diagram is applicable for other

arbiters with analogous change in signals.

WEST
CROSSBAR

.
rd_w_gw
latain jw_sw ack_wi sw
rr_W_w

dout_w_sw

datain_sw ARBITER SW I< SOUTH

- ; ack_s_sw
rd_s_sw

din_s_sw

RED : TOP PRIORITY  GREEN : LEAST PRIORITY

Fig.4.31 Detailed Block diagram of South West module.

4.5.1 Buffer Selection Criterion:

Table 4.32 shows which buffer is selected depending on the position of arbiter. If
Bottom_right arbiter is selected then right buffer is selected. Similarly left buffer is
selected if the position of arbiter is Bottom_left. Likewise, right and left buffer is

selected with arbiter position as Top_left and Top_right.

Position of Arbiter Buffer Selection
Bottom_right Right
Bottom_left Left

Top_left Right

Top_right Left

Table 4.32 Buffer selection



4.5.2 Flowchart:

data_r_BR =data_in_BR
wr_br =wr_BR
wr_bl=0 data_|_br=data_in_br
cnt_br = cit_brel wir_bl=wr_br
wr_br=0

END

Fig. 4.33 Flowchart for Bottom Right writing
4.5.3 Algorithm:

1. Data from another router to S, E and W will get stored in S, N, and E&W channel

respectively.

2. In case, when data in any direction exceeds its F.I.F.O size in its respective channel

then it will request its neighbouring channels for storing its data in neighbour.

3. As soon as any channel receive sharing request from its neighbour, it will first
check whether its F.I.F.O is full or not.

3.a If it is not full & it has received sharing request from both the neighbour then it

will give grant to right neighbour on priority basis .

3. b If it has received sharing request from any one of the neighbour then it will grant

to that neighbour.

3. ¢ If F.I.LF.O of the respective channel is full then it will grant to any neighbour.



4. As soon as the requesting channel receives grant from one of its neighbouring
channels, it passes its data to neighbouring channel ( left channel on priority ) with

write signal.

5. Routers’ channel is designed to make it store heterogeneous data which is not
possible in RRIE as it stores homogeneous layered data.

6.

GD(V)EEITII'I'IEEU)(D

Original Data

Proposed data



It is clear that in original data south channel cannot read twice but in proposed data

supporting heterogeneous data any channel can be read any number of times.

7. On read request, the channel first reads its own data from its own channel. When it
finds that all stored data have been read and it has stored its data in neighbour also

then it will generate command to read its data from neighbour.

It is seen from the data format in Fig. 4.34 that for supporting heterogeneous data 3 bit

source address is given along with destination address and data packet.

Data Packet:
Destination_address Data_Packet
9 7
Source_address Destination_address Data_Packet
11 9 7 0

Fig.4.34 Data format in F.1.F.O supporting heterogeneous data
4.5.4 Simulation Results:

Simulation results in Fig.4.35 shows that the south F.1.F.O is accepting the data from

south and south east arbiter.

Fig.4.35 South FIFO OF EDRRHT



Below simulation results in Fig.4.36 shows that with Ack signal high south data is out

from south and SE arbiter data is also stored and out from south F.I1.F.O respectively.
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Fig.4.36 South channel output of EDRRHT

Fig. 4.37 shows that simulation depending upon the priority various data input from
one out of eight locations are out from another one out of eight locations for e.g. data
input in south and north is out from west FIFO.
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Fig.4.37 Top module of EDRRHT



It is obvious from Fig4.38 that data in west FIFO get routed to North and South

respectively.
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Fig.4.38 Crossbar of EDRRHT
4.5.5 Synthesis Results:

Fig. 4.39 shows the RTL schematic of main module of EDRRHT.

Fig.4.39 RTL view of main module of EDRRHT

RTL schematic of south channel of reconfigurable router EDRRHT can be seen in
Fig. 4.40.



- Layout  Heip i ) )
~MiErrpm rEIE-E=ao=Aaler o fI7
JL3] i

HwekEEeeE

ElLiE

EN TS Sre 00 | (55 son rew e (e th (0 | G0 top reer_routmetws: (0 | G0 Fop_rewr_router_prereats. 0 soum cenreimnn 3 2]~
oo by Eamamy o=

B Sigran =] [rar = ek
R R = neuth e T h_c Iy
ok et o] |pa ey LI

Fig.4.40 RTL view of south channel of EDRRHT

Synthesis of south channel of reconfigurable router EDRRHT generated pin diagram
shown in Fig. 4.41
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Fig.4.41 Pin diagram of south channel of EDRRHT

By synthesis, pin diagram of main module of EDRRHT is generated and shown in
Fig. 4.42



e 5T St Uhewer KTV - Lo aew_ it [FTLL]) . s s o [ S VT T i

Ay Rk EdE View Window Layesi Help — | =]
NAHPLisbbx|va e A rRR  HE=s0E L

LY

= top_new_rautes

g e o e e
.E'. R ——t

B} L T SR TR
.'3. e i
['a} L B
o R - i

- ey T

e ™%
= w] — -

T Al —
iy LN . s
— -=1 —

L] mal —fa
3 ]l I X
& ) —f e
2
s el —
= L —as

ml — e
] -l — ==
0 . — e
T - — e
== -
al —f
R —f -
== B
top_new_rauter
= Yot _oniter (RTLLY a|
Vimes by Catmgary w88 x
Design Orjecty af Tog Laval Bock Progertios {He Selection]

- o, 120EM
COL RN ety

Fig.4.42 Pin diagram of top module of EDRRHT

Fig. 4.43 gives the area estimated for the design of reconfigurable router EDRRHT. It
is seen that compared to other routers it takes more area as four more directions are
added.

Device Utiization Summary (estimated values) Ll
Logic Utilization Used Available Utilization
humber of Slice Registers 543 30084 1%
Number of Sice LUTs 1198 15032 7%
humber of fully used LUTFF pairs #3 1404 4%
Number of bonded I0Bs 194 6 85%
Number of BUFG/BUFGCTRLS 1 1 8%

Fig.4.43 Area of EDRRHT

Xilinx xpower analyzer estimates the total power dissipation of 0.045 mW of
EDRRHT in Fig.4.44 .Power dissipation is more because of the addition of four more

semi buffers.
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Fig.4.44 Power dissipation of EDRRHT

To validate the proposed approach, we investigated several router architectures. We
have implemented buffer less concept by adding four more directions. As we
illustrated earlier, throughput is increased as we follow rectilinear path, this can be
verified by our simulation results. The Proposed architecture, the combination of a
buffer less router along with buffered one introduces an efficient communication and
storage mechanism which will shoot up throughput in NoC. This mechanism makes it
possible to hide the heterogeneous nature of different reconfigurable engines from the
end user. Considering that estimated area is about 85 mm? (Slice number 549) and the

average power consumption is in the range of 0.045 mW.

With the applications simulated in this work, we confirmed that the original
homogeneous NoC presents a large under utilization of the router, since not all of its
channels are used. In such cases, the extra buffer words on channels not used in the
original router would be unnecessarily consuming power. Besides, for the same
performance results, the eight directional reconfigurable routers present a great
reduction in power dissipation, reaching up to 35% of power reduction. The larger the
link size, the larger the power savings allowed by the reconfigurable router, since in

this case the impact of the extra circuits required to allow reconfiguration are



amortized. With respect to area results, the proposed reconfigurable router presents
gain due to addition of four more directions when compared with the original router.
Besides, another advantage in the use of the NoC with the eight directional
reconfigurable router instead of the homogeneous router is that one can dynamically
change the buffer depth to each channel, in accordance with the necessity of the

application.

Thus, we can conclude that the obtained results emphasize the fact that the proposed
NoC router does not degrade the system performance, and can save power.
4.6 Design of SRRODFB:

From the simulation results of EDRRHT it is realised that, it does not handle spotting
of the faulty blocks of NoC. Also it does not recognize and differentiate between
permanent and transient errors and how to handle them. Major drawback is that it
lacks suitable algorithm that helps in online detection of faults while preserving its

throughput, data packet latency and network load.

Taking into considerations above drawbacks we proposed SRRODFB .In proposed
Smart reconfigurable router design for online detection of faulty blocks, online
detection of faulty blocks is possible. It can distinguish between permanent and
transient errors and is able to accurately localize the position of the faulty blocks (data
bus, input port, output port) in the NoCs, while preserving the throughput, the
network load, and the data packet latency. FSM, Routing Error detection, Logic,
centralized Journal of data Packet - Removed, as our loop back module itself does the
same functionality. Buffers are removed, instead of buffers; FIFO is used to achieve
better performance.

Hence in proposed optimized architecture shown in Fig. 4.45 is having
comparatively Low Area, Low Power; and due to the FIFO logic used in the routing
logic, which makes router to achieve higher performance than the existing RKT

switches well as low overhead.
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Loop Back Maodule
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Fig.4.45 Block diagram of SRRODFB.
4.6.1 Simulation Results:

Fig.4.46 shows the simulations of proposed router, It is seen that all then, N, S, W, E
modules send a data packet simultaneously and similarly receive the data packets
simultaneously. It is also observed that all the data packets do not make any loopback

and bypass as there is no fault present.

Here it is showing that the data is input in four directions and after routing data is out
from four directions N, S, E, and W according to XY algorithm. Also input is given

and deliberately error is introduced which is corrected by ECC hamming code.
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Fig.4.46 Simulation results of SRRODFB
4.6.2 Synthesis Results:

Top router pin diagram is generated by synthesis in Xilinx and is shown in Fig. 4.47.
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Fig.4.47 Pin diagram of SRRODFB

Fig. 4.48 shows the RTL schematic of main module of reconfigurable router
SRRODFB. In Fig 4.48 loop back module, hamming correction block and FIFO are

separately shown.
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Fig. 4.48 RTL view of top module of SRRODFB

Fig. 4.49 shows the RTL view of SRRODFB, showing separately north top, south top,

east top, west top.
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Fig.4.49 RTL view of SRRODFB

Detailed view of loopback is shown in Fig. 4.50.
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Fig.4.50 RTL view of loopback of east top of SRRODFB



Fig. 4.51 shows the detailed RTL view of hamming coder which is one of the
important parts of SRRODFB.
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Fig. 4.51 RTL view of hamming coder of east top of SRRODFB

Fig. 4.52 shows the detailed RTL view of hamming decoder which is one of the
important parts of SRRODFB.
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Fig.4.52 RTL view of hamming decoder of east top of SRRODFB



RTL view of east top module is shown in Fig. 4.53. All modules are similar in

architecture as observed from their RTL schematic.

Fig .4.53 RTL view of east top of SRRODFB

Pin diagram of top module is generated by synthesis in Xilinx tool and is shown in
Fig.4.54.
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Fig.4.54 Pin diagram of top module of SRRODFB

Detailed RTL view of east top module is generated by synthesis and is shown in
Fig.4.55.
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Fig.4.55 Detailed view of east top of SRRODFB

Detailed RTL view of north top module is generated by synthesis and is shown in
Fig.4.56.
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Fig .4.56 Detailed view of north top of SRRODFB

Detailed RTL view of south top module is generated by synthesis and is shown in
Fig.4.57.
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Fig.4.57 Detailed view of south top of SRRODFB



Detailed RTL view of west top module is generated by synthesis and is shown in
Fig.4.58.
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Fig.4.58 Detailed view of west top of SRRODFB



Detailed diagram of the internal architecture of east module of reconfigurable router
SRRODFB is shown in Fig.4.59. Following Figures show all the major components
required for east module i.e. loopback, hamming coder, hamming decoder, FIFO
buffer.
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Fig.4.59 East top internal architecture of SRRODFB



Detailed diagram of internal architecture of north module of reconfigurable router
SRRODFB is shown in Fig.4.60. Following Figures show all the major components
required for north module i.e. loopback, hamming coder, hamming decoder, FIFO
buffer.
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Fig 4.60 North top internal architecture of SRRODFB



Detailed diagram of internal architecture of south module of reconfigurable router
SRRODFB is shown in Fig.4.61. Following Figures show all the major components
required for south module i.e. loopback, hamming coder, hamming decoder, FIFO
buffer.
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Fig.4.61South top internal architecture of SRRODFB



Detailed diagram of internal architecture of west module of reconfigurable router
SRRODFB is shown in Fig.4.59. Following Figures show all the major components
required for west module i.e. loopback, hamming coder, hamming decoder, FIFO
buffer.
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Fig.4.62 West top internal architecture of SRRODFB



Synthesis report generated by Xilinx tool shows the delay of reconfigurable router
SRRODFB as shown in Fig.4.63.
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Fig.4.63 Delay of SRRODFB

Synthesis report generated by Xilinx tool shows the frequency of reconfigurable
router SRRODFB as shown in Fig.4.64.
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Synthesis report generated by Xilinx tool shows the area of reconfigurable router
SRRODFB as shown in Fig.4.65.
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Fig. 4.65 Area of SRRODFB

Synthesis report generated by Xilinx tool shows the power of reconfigurable router
SRRODFB as shown in Fig.4.66.
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Validation of proposed concept:

The proposed architecture of smart reconfigurable router is highly reliable when
compared with ordinary NoC due to the addition of error correcting code by hamming
distance in the design and it avoids the dead lock and live lock problem. Routing
algorithm based on XY logic allows the bypassing of unavailable components. The
presented technique can also distinguish between permanent and transient errors and
localize error sources more accurately than switch-to-switch and code-disjoint
techniques. It also has the advantage of disconnecting only the faulty part like bus,
input port or output port. Further the use of loopback module and arbiter serves the

data from loss.

There is significant decrease in no. slice registers, LUT's as compared with previous
routers because of elimination of F.S.M, routing logic. Power consumption is also

reduced to a great extent to .019mW which is a remarkable result.

4.7 Comparison of four reconfigurable routers RRIE, HRRLPHP, EDRRHT,
SRRODFB:

Based on simulation results obtained from the comparison of various parameters of
reconfigurable routers like buffer depth, no. of slices, power, delay and frequency
Table 4.2 is drawn. It is obvious from Table 4.2 that EDRRHT consumes highest
number of slices; dissipate moderate power, while having lowest delay. SRRODFB
on the other hand dissipitates minimum power while having delay almost equal to
EDRRHT and moderate number of slices. The results obtained are further elaborated

in this section through various Fig.



Parameters Buffer No. of Slices | Power Delay | Frequency

depth dissipation | (ns) (MHz)
(W)

RRIE Varying | 28 0.085 15.0 100

HRRLPHP 82 0.021 8.3 120
Varying

EDRRHT Semi 549 0.045 7.1 140
Buffer
less

SRRODFB 4 bits 333 0.019 7.03 142

Table 4.2 Comparison of various parameters of RRIE, HRRLPHP, EDRRHT,
SRRODFB

Fig. 4.68 shows column chart graph of the power comparison of four proposed

reconfigurable routers. It is seen that as we move from RRIE to next modified

reconfigurable router power dissipation reduces though it increases for EDRHT as

four more directions are added.
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Fig.4.68 Power dissipation comparison of RRIE, HRRLPHP, EDRRHT, SRRODFB

Fig. 4.69 shows column chart of delay comparison of four reconfigurable routers. As
we head to next router delay decreases and it is least in EDRRHT because data travels

in four more directions thus reducing latency.
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Fig.4.69 Delay comparison of RRIE, HRRLPHP, EDRRHT, SRRODFB

Fig. 4.70 shows column chart graph showing frequency comparison of four
reconfigurable routers. Frequency increases as we move from RRIE to SRRODFB.
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Fig.4.70 Frequency comparison of RRIE, HRRLPHP, EDRRHT, SRRODFB

Fig. 4.71 shows column chart graph showing no. of slices comparison of four
reconfigurable routers. Frequency increases as we move from RRIE to SRRODFB.
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Fig.4.71 No. of slices comparison of RRIE, HRRLPHP, EDRRHT, SRRODFB

Fig. 4.72 shows graph chart showing performance analysis comparison of four
reconfigurable routers. Frequency increases as we move from RRIE to SRRODFB.
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CHAPTER FIVE

LINK DESIGN FOR NoC USED IN
RECONFIGURABLE SYSTEM

As per the conclusion of chapter 4, eight directional reconfigurable router designed
for high throughput is concluded as the best router for the reconfigurable systems. As
the routers following a certain topology in NoCs transmit data/information to other
routers/IPs through links, the design of power efficient links is a major research
challenge. This chapter presents various links designed for NoCs used in the

reconfigurable systems along with their performance comparisons.

Also, links or Interconnects consume the paramount share of dynamic power in
circuits. Researchers have shown that interconnect links consume up to 60% of the
dynamic power in NoC. In this chapter, it has been shown that by using three different
ways i.e. Mux gating, encoding and decoding and multi coding technique power

consumption can be reduced in NoC links.

5.1 Design Methodology:

For the design purpose hardware description language VERILOG is used. For the
simulation purpose MODELSIM Edition10.3 TOOL is used and test bench is written in
Verilog by which working of Links Designs is tested and simulated in Model sim tool.

For the Synthesis purpose Xilinx ISE Design Suite 13.4 Tool is used. The Xilinx
design tool gives a low level design. It shows the RTL VIEW, total design summary
of the circuit, and total power consumption by the circuit.

Three different types of links have been designed for the reconfigurable systems in

the present work. These are summarized as

1. HSLPL (High speed low power link design for reconfigurable
systems):

In this proposed link HSLPL, MUX gating technique is used to lower power
dissipation and latency.



2. LMSTRDP (Link to minimize switching transitions for reducing

dynamic power for reconfigurable system):

In this proposed approach LMSTRDP, we have reduced no. of transitions with the
help of encoder and decoder. The encoder will encoded the data before placing it onto
data bus in such a way that the number of transitions is reduced. Hence it saves the
switching power dissipation on the other side decoder decodes the data. These
encoders and decoders can be used for off chip data transfer also.

3. LMRTP (Link by multi encoding to reduce transition activities in

reconfigurable system):

In the third approach LMRTP, multi coding technique is used to reduce transition

activity in logic circuits.

This chapter provides the designing of the links for reconfigurable system routers

along with their performance comparison:
5.2 DESIGN OF HSLPL.:

In the proposed link design of high speed low power link for reconfigurable system
focus is on adjacent links using MUX gating technique where path is reduced from
source to destination by introducing diagonal path and the data once received is

disconnected from the previous source.

Addition of diagonal path avoids deadlock by removing cyclic dependencies,
hence messages can transverse through diagonal path i.e. minimal path, it reduces

latency and increases throughput.

The objective of HSLPL is to reduce power dissipation in links and to increase

throughput by considerable factor thus reducing latency .

In the proposed link design Fig. 5.1 shows the path without Mux gating where there
is no diagonal path and it takes 5x distance to travel from source to destination.

In Fig. 5.2 which shows HSLPL which uses MUX gating, with the introduction of
diagonal path distance from source to destination is reduced from 5x to 3y , where 5x

is the distance in traditional routers and 2y+x is the distance in proposed one and X is



direct distance from one router to another while y is diagonal distance between two

routers.

Fig.5.1 Links without MUX gating with path 5x.

Fig.5.2 Proposed HSLPL with path 2y+x.
5.2.1 Simulation Results :

In Fig.5.3 when data is transmitted through Mux from west router to north router it is
seen that once received completely in destination router i.e. north , data is

disconnected from source router i.e. west thus justified the proposed concept.
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Fig.5.4 shows the Mux gating from all four directions S, N, W, and E. Data entering

from these directions are routed to destined routers through respective Mux and then
disconnected from their source routers.
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Fig.5.4 Simulation of MUX gating

Power dissipation of HSLPL is shown in Fig. 5.5 where total power dissipation is

0.045 W and dynamic power dissipation is 0.016 W.
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Fig 5.5 Power dissipation of HSLPL



Device utilization summary of HSLPL is given in Fig. 5.6.

Area :
Device Utilization Summary (estimated values) | -1 ‘

Logic Utilization Used Available Utilization

Mumber of Slice Reqisters 574 30064 1%
Mumber of Slice LUTs 1347 15032 3%
Mumber of fully used LUT-FF pairs 393 1528 25%
Mumber of bonded I0Bs 170 226 75%
Mumber of BUFG/BUFGCTRLSs 1 16 6%

Fig.5.6 Area of HSLPL

Simulation results go well by showing that the proposed architecture is able to
increase throughput by a factor of more than twice for random traffic, also reducing

latency.
5.3 DESIGN OF LMSTRDP:

With continuous shrinking technology the power dissipation ratio of NoC links and
routers increases making links more power hungry than routers. Dynamic power
consumption is the major source of power consumption in NoCs and it occurs due to
self switching and cross coupling capacitance. The large intrinsic capacitance
associated with buses is responsible for a substantial fraction (approx 40%) of total
power dissipated, because the bus power dissipation is proportional to switching
activity.

The main drawback with the existing encoding schemes such as Bus Invert and Bus
Invert Transition Signalling is the extra bus line used to indicate the receiver that the
data is encoded.

In our proposed link design for low power consumption a methodology has been
proposed to get rid of extra bit line. Proposed technique reduces power consumption
by taking into consideration the contribution of both self switching and cross talk. In
the proposed encoder data are rearranged in such a way that the transition in each link
is minimised thus reducing power dissipation due to self switching. Proposed decoder

is designed to reduce cross couple activity as the inverting of data depends upon the



contribution of the cross couple activity. Fig. 5.7 shows a technique where no. of
transitions is reduced to a great extent so good reduction of power can be easily seen.
The input binary data is converted into gray code and then the data is sent as it is,
through the data bus. From the next gray-coded data, AND operation is performed
between 4th and 5th bits for an 8-bit data. If this operation results in '0’, then XOR
operation is performed between the remaining six bits of gray-coded data (i.e. Lower
three bits and upper three bits) and the six bits (lower three bits and upper three bits)
of the previous encoded data. The output of the XOR combined with the 4th and 5th
bits is sent through the data bus. If the AND operation results in '1', then XNOR

operation is performed in the same way.

"\ dthbit \
AND

~-

8 bits input 5th bit

data
) 2¥1 Encoded data
thbit | yop 0 |
Gate MUX +'1bit5torer +

=::=' Binary to

Grey Converter

™

Fig 5.7 Encoder of LMSTRDP

At the decoder side in Fig. 5.8, again AND operation is done between 4th and 5th bits
of the data received through the data bus. If it results in '0', then XOR operation is
done between the six bits of the received data and the six bits of the previously

received data. The output so received is then converted into binary.
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Fig .5.8 Decoder of LMSTRDP

5.3.1Simulation results:

In Fig. 5.9 data coming out from router is encoded thereby reducing transition and

then received at decoder of destined router.
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Fig.5.9 Simulation results of LMSTRDP



Fig. 5.10 shows the RTL schematic view of encoders and decoders attached with

South Router. It can be seen that decoders are fixed in the links to decode the data

coming from previous router.
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Fig. 5.11 shows the RTL view of south decoder as an individual entity. It shows
various basic components that make up a

decoder.
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Fig. 5.12 shows RTL view of south encoder again as a separate entity and also various

basic components that make up an
encoder.
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Fig. 5.12 RTL View of South Encoder of LMSTRDP

Fig. 5.13 shows the RTL view of top router module along with LMSTRDP encoder
and decoder. It shows how the data coming out is encoded and how the data entered

in top router is decoded to reduce switching transitions.



Li) -
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Fig.5.13 RTL view of top module of LMSTRDP

Fig.5.14 shows the power consumption in LMSTRDP. The dynamic power
consumption is found to be 0.031 w.
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Fig.5.14 Power Dissipation of LMSTRDP

Simulation results are well explicit showing that proposed techniques is better than
the existing techniques because they do not need the extra bus line from encoder to
decoder to indicate the decoder that data is encoded or decoded. Fig. 5.14 shows
saving of 32% of power, which is a remarkable achievement. It has very less area
overhead as compared to the previous techniques. In previous techniques, most of
data is unable to save power. One more significant advantage of this technique is that

out of every data only 18% of total data combinations dissipate power which is great

achievement that we can't achieve with previous techniques.

5.4 DESIGN OF LMRTA:

In our earlier proposed router, we did take into account the energy dissipation due to

charging and discharging of internal node capacitance. Transition activities can be

reduced further by doing changes in algorithm and at logic circuit level which is not

done in earlier proposed router.

In proposed link design, transition activities are reduced using multi encoding

algorithm and logic circuit level. At algorithm level transition activities are reduced



by different coding styles. At logic circuit level, one bit full adder is added for
estimation of hamming distance which helps in reducing device count.
In this work of multi coding techniques as shown in Fig.5.15, the input data are coded
in eight different ways and grouped into four. Each group has two coding techniques.
Control bits are added to each coding technique to recover the original data at the

decoder.

Here a 4-bit comparator is used to compare the Hamming distance of the different
methods and find out the least among them. Since we are conditionally computing the
Hamming distance, for any case the comparator has to compare only three values. The
inputs to this block are the encoded data along with its bit representation and its
corresponding Hamming distance. The output of this block is the encoded data with
the least number of transitions and its 3-bit representation. This encoded data

is sent over the bus along with its 3-bit representation.

HD comparator module separately calculates the Hamming distance between the
coded data and the reference data for each coding method then compares which
coding method has the minimum Hamming distance. By using this concept, among
the eight, four methods are discarded and the remaining four methods are again
compared and the code having the least Hamming distance is transmitted via the bus.
The Hamming distance estimator shown in Fig.4, includes Bus Invert (Bl), adaptive
coding, gray coding and transition method. Of these, we elaborate only on BI, which
is shown to be the most effective in NoCs. Bl compares the data to be transmitted
with the current data on link. If the Hamming distance (the number of bits in which
the data patterns differ) between the new information and the link state is larger than
half the number of bits (wires) on the link, then the data pattern is inverted before

transmission.
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5.4.1 Simulation Results:

In Fig. 5.16 it can be seen how data is encoded by eight different coding schemes and
depending upon the least hamming distance it travels through link and then decoded
to original one in destined router link.
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Fig.5.16 Simulation of LMRTA

RTL view of complete proposed LMRTA can be seen in Fig. 5.17.
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Fig.5.17 RTL views of LMRTA.

Fig. 5.18 shows that by using multi coding technique power dissipation has been
reduced to .02W.
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We have successfully designed and simulated multi encoding technique to achieve
energy reduction. The main goal of
the proposed method is to reduce the overall transitions in reconfigurable systems.
The simulation result shows the overall reduction of up to 39 % in power dissipation
and also 1 % to 10% of energy reduction compared to other existing encoding

methods. In this method the delay and glitches are not concentrated effectively.
5.5 COMPARISON OF HSLPL, LMSTRDP, LMRTA:

Table 5.1 shows the comparison of results obtained by simulation of power
dissipation and area while designing HSLPL, LMSTRDP, and LMRTA.

Table 5.1 Chart comparison of power and area of HSLPL, LMSTRDP, LMRTA

Extra
bus
Power Area Overhead(micrometer | line

Name of Technique | dissipation(W) square) needed
Link without
technique 0.054 2016 No
HSLPL 0.045 1921 No
LMSTRDP 0.031 2175 No
LMRTP 0.02 1480 No

Fig. 5.19 shows column chart of various power results obtained through simulation.
Here we see that power dissipation decreases at a good pace as we modified link
design from HSLPL TO LMRTP.
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Fig. 5.19 Power consumption of HSLPL, LMSTRDP, LMRTP

Area results of link designs HSLPL, LMSTRDP, LMRTP are shown in column cart
of Fig. 5.20, where in LMSTRDP there is slight increase in area at the cost of

reduction in power.
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Fig. 5.20 Area comparison of HSLPL, LMSTRDP, LMRTP

Analyzing the results we find that average no. of bit transitions are reduced to more
than 35% as we move from first to third link design.
Simulations demonstrate a reduction of up to 55% in the number of bit transitions and

up to40% savings in power consumed on the link.



CHAPTER 6
CONCLUSION AND SUGGESTIONS FOR
FUTURE WORK

The conclusions drawn from the results of the work presented in Chapters Three
through Five, are presented in the current chapter. This Chapter also suggests the
scope for future work in the area covered by this thesis.

6.1 CONCLUSION:

Design of scalable and low power network on chip for reconfigurable systems has
been done in this thesis. The thesis begins with a brief introduction to the subject
matter of the work carried out and the existing problems, which are treated in this
thesis work. A survey of the existing literature is carried out to build a background
and bring out the motivation for the work. Various researchers have designed NoCs
applicable for reconfigurable systems. Various components like routers; links etc.
have also been designed and tested by the researchers. A review of the studies and
designs carried out in the area of network on chip for reconfigurable systems have
been included in this thesis. Afterwards, fundamental concepts related to the
reconfigurable systems, SoCs & NoCs are presented in Chapter Three.

Taking the support of the designs found in the literature, the problems at hand were
tackled. The resulting studies and designs are presented in Chapters Four and Five.
For this purpose, firstly topology selection has been done. Various topologies are
listed and compared in Chapter Three. Various performance metrics like maximum
end-to-end Latency, dropping probability and throughput etc. are used for the
comparison purpose. It has been found that 2D mesh is suitable for the present work.

After selecting the appropriate topology, next task is to design various components of
the NoC. In the present work stress has been put on the design of the routers and
links. To enhance the efficiency of the NoCs, the power efficient and reconfigurable
routers without the need of oversized buffers and power efficient and high

performance links are designed in the present work.



To design the router and links, various software tools have been utilized. Hardware
description language Verilog is used for writing the code for all components at
register transfer level. All these codes have been written in synthesizable form. Model
Sim 10.3 is used for the simulation purpose and Xilinx ISE design suite 13.4 is used
for the synthesis at the logic gate level. RTL schematic view, gate level view, design
summary, power dissipation and performance have been obtained using this software

tool. Obtained results are presented in Chapters Four and Five.

To design the power efficient and smart reconfigurable routers, several versions of it

are designed and tested. These versions are

a. RRIE (Reconfigurable Router to Improve Efficiency).

b. HRRLPHP (Heterogeneous Reconfigurable Router for Low Power and High Performance).
c. EDRRHT (Eight Directional Reconfigurable Router for High Throughput).

d. SRRODFB (Smart Reconfigurable Router for Online Detection of Faulty Blocks).

In the proposed RRIE, NoC efficiency has been compared as a function of the
possibility to reconfigure the buffer size according to the requirements of each
channel of the router at run time. It is done without the need to oversize the buffers
for the guaranteed performance. It has low area, consumes less power and provides
high performance. In this approach it is possible to dynamically configure different
buffer depth for the channel. This router has FIFOs, channel flow/control logic and a
cross bar. It has been found that the total power dissipated by this router architecture
is around 15 milliwatt which is less compared to the previous designs available in the
literature. Moreover, this router obtains the same performance as that of homogeneous
router but with a buffer depth which is 64% smaller. Also, it is possible to
reconfigurable the router in accordance with the application in the modified
architecture. It obtains similar performance even when the application changes

radically.

The problem with the RRIE is that, in it when a channel starting to accept packets
from its neighbour (left or right) it does not take any packet further from that channel.
In other words we can say that it is not supporting heterogeneous data. Also, its area is

found to be slightly high. These drawbacks are improved in the second reconfigurable



router namely HRRLPHP. In this router even if a channel is taking data from its
neighbouring channel it will continue to take data from its neighbouring channel also.
Hence, it supports heterogeneous data. To reduce the area, two tag bits to the packets
in packet switching or flits (in wormhole switching) has been added. These bits are
added before storing the packets in the FIFO to indicate the channel to which this
packet or flit was input. Tag bits are '00’ when the packets are directly coming to the
concerned channel, 01’ when packets coming from the right neighbour and ‘10’
when the packets are coming from the left neighbour. These tag bits are also used for
indicating the direction of output from the crossbar. For an 8 bit packet, the first two
bits are used to indicate the address of the next router. Control circuitry is
implemented in the present router by including features like acknowledge for writing,
acknowledge for reading, request and grant signals for writing in another channel’s
FIFO. The modified channels, crossbar and FIFO are simulated and synthesized.
Obtained results show that area is significantly reduced and is only 53 mm? while the
power dissipation is found to only 0.020 W. The drawback of this router is that
throughput is degraded marginally (3%). Although it is tolerable and insignificant for
many applications, we have tried to remove this drawback in our next router namely
EDRRHT. Another problem with HRRLPHP is that it does not use the semi-buffer
concept to increase efficiency. These two things are added in our third router
(EDRRHT). Four more directions (NE, NW, SE & SW) are added so that router is
now able to support eight directions. It also supports buffer less storage concept to
store the data of four newly added directions. Data of newly added directions share
FIFOs from their neighbours to store its data. This way, this architecture requires less
area for implementation. The newly designed architecture provides more routes to
router to route the data thus it is helpful in decreasing critical path length and help in
increasing the performance of the NoC. Also, we have used rectilinear Stennier tree
path to shorten the data path of the router. We have used a circular FIFO in place of
normal fall through FIFO. Also, several changes have been made in control circuitry
to improve the throughout. Compared to the second router it has four additional
arbiters (NW, NE, SW and SE) which support buffer less concept and is used to share
data from neighbours depending on the priority which is further dependent on the
priority table. Obtained results show a power dissipation of 0.045 W, which is higher



than the second router because of the addition of four more semi buffers. Area

estimated is found to be 85 mm?.

The EDRRHT is not able to handle the spotting of the faulty blocks of NoC. Also, it
is not able to recognize and differentiate between permanent and transient errors and
the way to handle them. Another drawback is that it lacks the suitable algorithm to
help in online detection of faults while preserving its throughput, data packet latency
and the network load. These drawbacks have been removedin our fourth router
namely SRRODFD. This is a smart reconfigurable router for online detection of
faulty blocks. It can distinguish between permanent and transient errors and is able to
accurately localise the position of the faulty blocks (data bus, input port, output port)
in the NoCs. It is also able to preserve the throughput, the network load and the data
packet latency. Buffers are removed. In place of buffers FIFO is used to achieve better
performance. Hence it is able to have low area, low power dissipation and high

performance compared to the other designed routers.

A set of MUX gating and data encoding and decoding schemes aimed at reducing
the power dissipated by the links of a NoC has also been designed and simulated in
this work. The purpose behind the proposed schemes is to minimize the switching
activity as well as the coupling switching activity. These activities are mainly
responsible for link power dissipation in the deep sub-micrometer technology regime.
The proposed encoding schemes are agnostic with respect to the underlying NoC
architecture in the sense that their application does not require any modification
neither in the routers nor in the links. The encoders implementing the proposed
schemes have been assessed in terms of power dissipation and silicon area. The
decoders are implemented to perform the reverse operation of encoders and hence to

recover the data.

It is obvious that the reconfigurable hardware solutions are based on computer
architectures able to adapt their behaviour in response to several different inputs.
Also, reconfigurable techniques are applied to all levels of the systems like buffers,
routers, and links. The present thesis is an effort to implement this principle.
Furthermore, scalability, power efficiency, low area and high performance are the

other objectives to be fulfilled by modern embedded NoCs for reconfigurable



systems. By applying all the above mentioned concepts, the present thesis is able to

fulfil its objective.
6.2 SUGGESTIONS FOR FUTURE WORK:

The solutions presented and architecture provided in this work is neither optimal nor
complete. So there is always lot of scope for modifications.

1. Eun Lee and Bagherzadeh [107] presented the use of various clocks while sending
flits in the NoC. Body flits operate faster than head flits. So accordingly, as FIFOs
work faster than the route decision, it is possible to use various clocks to feed body
flits or head flits. While the head flit is analyzed to tell the route path, body flits can
continue advancing along the reserved path already established, improving the
performance of the router.

Thus, with the help of different clocks it could be subjugated in the current work so as
to obtain the better delays and latency factor.

2. Ahmad et al. [66] discussed a network router designing with a bus like interface. A
built-in wrapper is utilized, and because of this any bus compatible component could
be integrated into the NoC architecture. The interface of this router would be a simple
bus. The aim of this discussion was to reduce the design time and to ease integration.
When the network has a channel that requires high bandwidth, the NoC changes the
switching, obtaining a dedicated path between the IPs. This discussion could also be
done as advancement to the current project module. In turn it will reduce the
paradigm shift totally but up to certain level only, hence making the model to easily
associate with the present SoC models.

3. The disadvantage of the previously discussed SoC proposals was that all of them
must be used at design time, generally with a static approach, hence causing problems
of scalability, whenever the NoC is used for a new application in the same platform.
Thus, updating of product, customization of an MPSOC or a different market, using
the same components, can be considered paramount for futuristic approach; although
it seems that it results up being costlier than projected.

4. Link: Data packets travels among various cores in a NoC by the use of either a
serial or a parallel link. Parallel links use a buffer-based architecture and can be
operated at a relatively lower clock rate in order to reduce power dissipation. These
parallel links come up with high silicon cost due to inter-wire spacing, shielding and

repeaters. It can be optimised to a certain limit by employing multiple metal layers. If



seeing the other side, serial links allow savings in wire area, minimization in signal
interference and noise, and limits the need for having buffers. Serial links have the
advantages of a simpler layout and simpler timing verification. Serial links faces Sl
(Intersymbol Interference) between successive signals while operating at high clock
rates. Encoding along with asynchronous communication protocols can take care of
these drawbacks.

6. Optimization through Links Interconnect: Network on chip communication is based
on modules connected via a network of routers with links between the routers that
comprise of long interconnects. So minimizing interconnects in order to achieve the
required system performance is required. By inserting repeaters global wires timing
optimization is obtained. This will result in a makeable increase in cost, area, and
power consumption. Present research states that in the near future, inverters operating
as repeaters will occupy a large portion of chip resources. Thus, there is a need for
optimizing power on the NoC. Encoding is an effective way of reducing dynamic
power consumption. Innovative ways will have to be explored to optimize the power

consumed by the on-chip repeaters.
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CHAPTER 6
CONCLUSION AND SUGGESTIONS FOR
FUTURE WORK

The conclusions drawn from the results of the work presented in Chapters Three
through Five, are presented in the current chapter. This Chapter also suggests the
scope for future work in the area covered by this thesis.

6.1 CONCLUSION:

Design of scalable and low power network on chip for reconfigurable systems has
been done in this thesis. The thesis begins with a brief introduction to the subject
matter of the work carried out and the existing problems, which are treated in this
thesis work. A survey of the existing literature is carried out to build a background
and bring out the motivation for the work. Various researchers have designed NoCs
applicable for reconfigurable systems. Various components like routers; links etc.
have also been designed and tested by the researchers. A review of the studies and
designs carried out in the area of network on chip for reconfigurable systems have
been included in this thesis. Afterwards, fundamental concepts related to the
reconfigurable systems, SoCs & NoCs are presented in Chapter Three.

Taking the support of the designs found in the literature, the problems at hand were
tackled. The resulting studies and designs are presented in Chapters Four and Five.
For this purpose, firstly topology selection has been done. Various topologies are
listed and compared in Chapter Three. Various performance metrics like maximum
end-to-end Latency, dropping probability and throughput etc. are used for the
comparison purpose. It has been found that 2D mesh is suitable for the present work.

After selecting the appropriate topology, next task is to design various components of
the NoC. In the present work stress has been put on the design of the routers and
links. To enhance the efficiency of the NoCs, the power efficient and reconfigurable
routers without the need of oversized buffers and power efficient and high

performance links are designed in the present work.



To design the router and links, various software tools have been utilized. Hardware
description language Verilog is used for writing the code for all components at
register transfer level. All these codes have been written in synthesizable form. Model
Sim 10.3 is used for the simulation purpose and Xilinx ISE design suite 13.4 is used
for the synthesis at the logic gate level. RTL schematic view, gate level view, design
summary, power dissipation and performance have been obtained using this software

tool. Obtained results are presented in Chapters Four and Five.

To design the power efficient and smart reconfigurable routers, several versions of it

are designed and tested. These versions are

a. RRIE (Reconfigurable Router to Improve Efficiency).

b. HRRLPHP (Heterogeneous Reconfigurable Router for Low Power and High Performance).
c. EDRRHT (Eight Directional Reconfigurable Router for High Throughput).

d. SRRODFB (Smart Reconfigurable Router for Online Detection of Faulty Blocks).

In the proposed RRIE, NoC efficiency has been compared as a function of the
possibility to reconfigure the buffer size according to the requirements of each
channel of the router at run time. It is done without the need to oversize the buffers
for the guaranteed performance. It has low area, consumes less power and provides
high performance. In this approach it is possible to dynamically configure different
buffer depth for the channel. This router has FIFOs, channel flow/control logic and a
cross bar. It has been found that the total power dissipated by this router architecture
is around 15 milliwatt which is less compared to the previous designs available in the
literature. Moreover, this router obtains the same performance as that of homogeneous
router but with a buffer depth which is 64% smaller. Also, it is possible to
reconfigurable the router in accordance with the application in the modified
architecture. It obtains similar performance even when the application changes

radically.

The problem with the RRIE is that, in it when a channel starting to accept packets
from its neighbour (left or right) it does not take any packet further from that channel.
In other words we can say that it is not supporting heterogeneous data. Also, its area is

found to be slightly high. These drawbacks are improved in the second reconfigurable



router namely HRRLPHP. In this router even if a channel is taking data from its
neighbouring channel it will continue to take data from its neighbouring channel also.
Hence, it supports heterogeneous data. To reduce the area, two tag bits to the packets
in packet switching or flits (in wormhole switching) has been added. These bits are
added before storing the packets in the FIFO to indicate the channel to which this
packet or flit was input. Tag bits are '00’ when the packets are directly coming to the
concerned channel, 01’ when packets coming from the right neighbour and ‘10’
when the packets are coming from the left neighbour. These tag bits are also used for
indicating the direction of output from the crossbar. For an 8 bit packet, the first two
bits are used to indicate the address of the next router. Control circuitry is
implemented in the present router by including features like acknowledge for writing,
acknowledge for reading, request and grant signals for writing in another channel’s
FIFO. The modified channels, crossbar and FIFO are simulated and synthesized.
Obtained results show that area is significantly reduced and is only 53 mm? while the
power dissipation is found to only 0.020 W. The drawback of this router is that
throughput is degraded marginally (3%). Although it is tolerable and insignificant for
many applications, we have tried to remove this drawback in our next router namely
EDRRHT. Another problem with HRRLPHP is that it does not use the semi-buffer
concept to increase efficiency. These two things are added in our third router
(EDRRHT). Four more directions (NE, NW, SE & SW) are added so that router is
now able to support eight directions. It also supports buffer less storage concept to
store the data of four newly added directions. Data of newly added directions share
FIFOs from their neighbours to store its data. This way, this architecture requires less
area for implementation. The newly designed architecture provides more routes to
router to route the data thus it is helpful in decreasing critical path length and help in
increasing the performance of the NoC. Also, we have used rectilinear Stennier tree
path to shorten the data path of the router. We have used a circular FIFO in place of
normal fall through FIFO. Also, several changes have been made in control circuitry
to improve the throughout. Compared to the second router it has four additional
arbiters (NW, NE, SW and SE) which support buffer less concept and is used to share
data from neighbours depending on the priority which is further dependent on the
priority table. Obtained results show a power dissipation of 0.045 W, which is higher



than the second router because of the addition of four more semi buffers. Area

estimated is found to be 85 mm?.

The EDRRHT is not able to handle the spotting of the faulty blocks of NoC. Also, it
is not able to recognize and differentiate between permanent and transient errors and
the way to handle them. Another drawback is that it lacks the suitable algorithm to
help in online detection of faults while preserving its throughput, data packet latency
and the network load. These drawbacks have been removedin our fourth router
namely SRRODFD. This is a smart reconfigurable router for online detection of
faulty blocks. It can distinguish between permanent and transient errors and is able to
accurately localise the position of the faulty blocks (data bus, input port, output port)
in the NoCs. It is also able to preserve the throughput, the network load and the data
packet latency. Buffers are removed. In place of buffers FIFO is used to achieve better
performance. Hence it is able to have low area, low power dissipation and high

performance compared to the other designed routers.

A set of MUX gating and data encoding and decoding schemes aimed at reducing
the power dissipated by the links of a NoC has also been designed and simulated in
this work. The purpose behind the proposed schemes is to minimize the switching
activity as well as the coupling switching activity. These activities are mainly
responsible for link power dissipation in the deep sub-micrometer technology regime.
The proposed encoding schemes are agnostic with respect to the underlying NoC
architecture in the sense that their application does not require any modification
neither in the routers nor in the links. The encoders implementing the proposed
schemes have been assessed in terms of power dissipation and silicon area. The
decoders are implemented to perform the reverse operation of encoders and hence to

recover the data.

It is obvious that the reconfigurable hardware solutions are based on computer
architectures able to adapt their behaviour in response to several different inputs.
Also, reconfigurable techniques are applied to all levels of the systems like buffers,
routers, and links. The present thesis is an effort to implement this principle.
Furthermore, scalability, power efficiency, low area and high performance are the

other objectives to be fulfilled by modern embedded NoCs for reconfigurable



systems. By applying all the above mentioned concepts, the present thesis is able to

fulfil its objective.
6.2 SUGGESTIONS FOR FUTURE WORK:

The solutions presented and architecture provided in this work is neither optimal nor
complete. So there is always lot of scope for modifications.

1. Eun Lee and Bagherzadeh [107] presented the use of various clocks while sending
flits in the NoC. Body flits operate faster than head flits. So accordingly, as FIFOs
work faster than the route decision, it is possible to use various clocks to feed body
flits or head flits. While the head flit is analyzed to tell the route path, body flits can
continue advancing along the reserved path already established, improving the
performance of the router.

Thus, with the help of different clocks it could be subjugated in the current work so as
to obtain the better delays and latency factor.

2. Ahmad et al. [66] discussed a network router designing with a bus like interface. A
built-in wrapper is utilized, and because of this any bus compatible component could
be integrated into the NoC architecture. The interface of this router would be a simple
bus. The aim of this discussion was to reduce the design time and to ease integration.
When the network has a channel that requires high bandwidth, the NoC changes the
switching, obtaining a dedicated path between the IPs. This discussion could also be
done as advancement to the current project module. In turn it will reduce the
paradigm shift totally but up to certain level only, hence making the model to easily
associate with the present SoC models.

3. The disadvantage of the previously discussed SoC proposals was that all of them
must be used at design time, generally with a static approach, hence causing problems
of scalability, whenever the NoC is used for a new application in the same platform.
Thus, updating of product, customization of an MPSOC or a different market, using
the same components, can be considered paramount for futuristic approach; although
it seems that it results up being costlier than projected.

4. Link: Data packets travels among various cores in a NoC by the use of either a
serial or a parallel link. Parallel links use a buffer-based architecture and can be
operated at a relatively lower clock rate in order to reduce power dissipation. These
parallel links come up with high silicon cost due to inter-wire spacing, shielding and

repeaters. It can be optimised to a certain limit by employing multiple metal layers. If



seeing the other side, serial links allow savings in wire area, minimization in signal
interference and noise, and limits the need for having buffers. Serial links have the
advantages of a simpler layout and simpler timing verification. Serial links faces Sl
(Intersymbol Interference) between successive signals while operating at high clock
rates. Encoding along with asynchronous communication protocols can take care of
these drawbacks.

6. Optimization through Links Interconnect: Network on chip communication is based
on modules connected via a network of routers with links between the routers that
comprise of long interconnects. So minimizing interconnects in order to achieve the
required system performance is required. By inserting repeaters global wires timing
optimization is obtained. This will result in a makeable increase in cost, area, and
power consumption. Present research states that in the near future, inverters operating
as repeaters will occupy a large portion of chip resources. Thus, there is a need for
optimizing power on the NoC. Encoding is an effective way of reducing dynamic
power consumption. Innovative ways will have to be explored to optimize the power

consumed by the on-chip repeaters.



