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Abstract — Language is an important means of
communication and translation is a basic tool for
understanding information in an unfamiliar
language. Machine translation helps people to
understand the details of an unknown language
without the help of a human translator. This study
is about to translate one language into another.

I. LITERATURE REVIEWS

MT systems can be categorized according to their
translation methods. The classification of MT methods
is given in Figure 1. MT systems can also be
categorized using traditional or modern technology.

Machine translation
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l

Direct Rule-Based Corpus-Based Knowledge-Based
Translation Translation Translation Translation
Transfer-Based Interlingua Statistical Example-Based
Translation Translation Translation Translation

Figure 1: Machine Translation approaches
A.  Direct MT

The direct MT form of MT is the most basic. It
translates each word in a sentence from one language
to another using a two-way dictionary. Uses very
simple grammar rules. These plans are based on the
principle that as the MT system should do as little work
as possible. Specific MT systems take a monolithic
approach to development, that is, they look at all the
details of a single language.
Direct MT has the following characteristics:

Little analysis of source language

No parsing

Reliance on large two-way dictionary

The standard procedure for specific translation
programs can be summarized. The specific MT
program  begins  with  behavioural  analysis.
Morphological —analysis removes the rise of
morphological word-formation from the words to get
the root word from the source language words. The
next step in a straightforward MT program is to look
up a bilingual dictionary. A bilingual dictionary is
consulted to find the words of the target language that
match the words of the source language. The final step
in the MT-specific system is to re-syntactic reset. In
syntactic rearrangement, word order is converted into
something very similar to word order in the target
language.

Direct Machine Translation works well with languages
which have the same default sentence structure.
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Figure 2: Direct Machine Translation

Advantages of Direct MT

Direct MT systems have the following advantages.
e The Translation is usually understood by the
reader with little effort.

Disadvantage of Direct MT

The Direct MT systems have the following
disadvantages.
Direct MT includes character analysis only. It
does not look at the structure and relationship
between words.
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Direct MT programs are bilingual and canot
be translated into two different languages.

Direct MT programs can be very expensive, i
multilingual situations.

Some source information may be lost n
translation.

B. Rule-based MT

In rules-based programs, the source text is split
and intermediate presentation is produced. Directed
text writing is made from central representation.

These systems rely on the definition of morphology
rules, syntax, lexical selection and transfer, semantic
analysis and production.

e MT-based transfers

In this translation program, a database of translation
rules is used to translate text from source to another
language. Whenever a sentence is in line with one of
the rules, or examples, it is translated directly using a
dictionary. From source language to morphological and
syntactic analysis to produce a certain type of
Interlingual in the basic forms of the source language,
from this it translates it into the target language types
and from there a better translation is made to create the
final step in the file.

The steps that are taken are shown in Figure.3
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Figure 3: Description of transfer-based Machine Translation

Advantages of Transfer-Based MT
The transfer-based approach has the following
advantages.

It has a modular structure.

The system easily handles ambiguities that

transfer from one language to another.

Disadvantage of Transfer-Based MT
MT-based transmission systems have the following
disadvantages.

Some source information may be lost in
translation.

Bilingual Machine Inter Inter version is a sub-
version of Direct Machine Translation.

The Interlingual Machine

Translation translates words into a general language
designed for MT by simply translating them into more
than one language. Figure 3 how different languages A,
B, C, D can be translated into this program.
Advantages of Interlingual Machine Translation
Bilingual MT systems have lower advantages.

Provides an objective-based presentation au
can be used for programs such as retrieval of
information.

The multilingual system must resolve
@mbiguities so that translation into any
language can take place from bilingual
representation.

The system works best when  sver
languages need to be translated because it
only needs to be translated from the source
language.

In some areas, the bilingual approach may e
used effectively.

Disadvantage of Interlingual Machine Translation
Interlingual MT systems have the following problems.

« The timing of this system is subject to the
Direct Machine Translation program.

« The main problem lies in defining
unintelligible representations (translated into
two languages) that retain the meaning of the
sentence.

» Defining the vocabulary of multilingualism is
very difficult as different languages think of
the world in different ways.

e There may be many ideas in a language or
culture that are not represented in another
language.

C. Corpus-Based Machine Translation

This is considered a new method of machine
translation time. System-based systems are categorized
by mathematical and model machine translation.

»  Statistical Machine Translation (SMT)

A common idea in the SMT system is that translation
will come from a word that can be translated less. The
program consists of three different models. The
Language Model (LM) lists the possible ‘T’ target
language as P (T) probability. The Translation Model
(TM), helps to calculate the probable conditions of the
directed sentences given in the source sentence, P (T |
S). Decoder enhances product potential for LM and
™.

Il. STATISTICAL MACHINE
TRANSLATION

The SMT system is based on the idea that every
sentence in a language has a possible translation into
another language. A sentence can be translated from
one language to another in many ways. Mathematical
translation methods are of the view that all sentences in
the target language are a possible translation of input
sentences. Figure 4 provides a framework for the
Statistical Machine Translation program.
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Figure 4: Statistical Machine Translation outline

A. Language Model

The language model provides the opportunity for a
sentence. Chances are calculated using the n-gram
model. The Model Model can be considered as a
combination of single word opportunities given to all
the preceding words in a sentence.

The goal of Statistical Machine Translation is to
measure the probability (s) of a sentence. The sentence
is separated from the product of the conditional
probability. By using the chain rule, this is made
possible. The probability of sentence

P (S), is broken down as the probability of individual
words P(w).

P(s)=Pwl,w2,w3,,wn)
=PwW1l)PWwW2wl)Pw3 |wilw2)P(wW4|wlw?2
w3).Pwnwlw2 wn-1))

To calculate sentence possibilities, it is necessary to
calculate the probability of a word, given the sequence
of the preceding word. The n-gram model simplifies
the task by speculating on the possibility of a given
name for all previous words.

N-gram size 1 is called unigram; size 2 is a bigram (or,
rarely, drawing); size 3 is the trigram; size 4 is a gram
with size 5 or more just called n-gram.

Consider the following training data:

He was a strong King.

King ruled most parts of the world.

Probabilities for bigram model are as shown below:
P(there/<s>) = 0.67 P(was/there) = 0.4 P(king/a) = 1.0
P(a/<s>)=0.30....(2.2)

P(was/he) = 1.0 P(a/was) = 0.5 P(strong/a) = 0.2
P(king/strong)=0.23....(2.3)

P(ruled/he) = 1.0 P(most/rules) = 1.0 P(the/of) = 1.0 ...
(2.4)

P(world/the) =0.30 P(ruled|king)=0.30.... (2.5)

The probability of a sentence: ‘A strong king ruled the
world’, can be computed as

follows:
P(a/<s>)*

P(strong/a)* P(king|strong)*P(ruled|

king)*P(the/ruled)*P(world|the)
=0.30*0.2*0.23*0.30*0.28*.0.30
=0.00071

B. Translation Model

The Translation Model helps to calculate the
probability of conditional P (T | S). Trained from the
parallel corpus of the target-source pair. Since there is
not a corpus large enough to allow for computer
translation opportunities at the sentence level, so the
process is divided into smaller units, e.g. Names or
phrases and their possibilities have been studied [14].
The targeted translation of the source sentence is
thought to be done from a literal source. For example,
using a notation (T / S) to represent the S input
sentence and its T translation. Using this text, the
sentence is translated

(kutta bageche mae sooya | dog slept in the garden)

(@ <1 &fTe & AT 1| dog slept in the garden).

C. Decoder

This section of SMT increases the chances of having the
text translated. Selected words have the same hood as the
translated translation.

Sentence T searches are performed to increase P (S| T) i.e.
Pr (S, T) =argmax P (T) P (S|T)

Here is the problem with the endless space to search.
The use of featured search is suggested, where we keep
a list of partial alignment. Search begins with a null
hypothesis, meaning that a target sentence is found in
the order of the source words we do not know.
Represents this login sequence as (P T ai‘h%{ff@m
*),where * placeholder for the unknown sequence of
source names. As the search progresses, add entries by
adding one or more words to its concept. For example,
extend the first entry for one or more of the following:

(1 S H AT | dog slept (2))

Search ends when there is a perfect match in the list that
promises more than any incomplete match.

. PROBLEM FORMULATION
With each passing day the earth becomes a global
valley. There are hundreds of languages spoken
worldwide. The official languages of different regions
and nations also differ according to their cultural and
geographical diversity.

A.  Gap Analysis

Most of the content available in digital format is in
English. Content shown in English should be presented
in a language that is not understood by the intended
audience. There is a large proportion of people at the
national and state level who do not understand English.
It has created a language barrier in the digital age.
Mission Translation (MT), can overcome this obstacle.
In this article, the Statistical Based Machine
Translation program for translating English text into
Hindi has been suggested. English is the source
language and Hindi is the target language.



B. Objectives

The objectives of the concept are below:
Understanding Language Model (LM), Translation
Model (TM), and SMT Decoding sections.
« Creating Hindi LM using SRI's LM language model.
* Creating a TM model using GIZA ++software.
» Making Hindi sentences using Moses software.
« System monitoring and evaluation.

C. Methodology

English to Hindi translation is done using
Statistical Machine Translation (SMT). The main
purpose of this program is to translate with less human
effort. There are many tools related to LM, TM, SMT
decoder. SMT has three main components of the
program, Language Model, Model Model and search
(decoder). LM encapsulates existing opportunities with
regard to target language. TM encapsulates the
possibilities for the inclusion of the target language
name in the source language. For the development of
23LM, SRI international's SRILM Language Model
toolkit is used. GIZA ++ is used for the construction of
the Translation Model. In the code setting phase,
Moses' software was used. The program is based on the
Linux operating system. It will receive an English
sentence from the forum and produce a release in
Hindi.

IV. TOOLS USED FOR IMPLEMENTATION

There are many LM tools available. They are discussed
as follows.

A The CMU Statistical Language Modelling(SLM)
Toolkit

Carnegie Mellon University (CMU) Statistical
Language Modeling Toolkit is a collection of UNIX
software tools designed to perform language modeling
work for research purposes. Written by Roni
Rosenfeld, and released in 1994.

B. SRILM

SRILM is a toolkit for creating and using
Mathematical Language Models (Lms) developed by
the SRI Speech Technology and Research Laboratory.
It has been under construction since 1995. SRILM is
free to download.

V. TRANSLATION MODEL TOOLS

There are many TM tools available for SMT programs.
They are discussed as follows.

A GIZA++

GIZA ++ is a tool developed by Franz Josef Och.
Also the GIZA extension created by the Statistical
Machine Translation team during a summer conference
in 1999 at the Language and Speech Recognition
Center at John-Hopkins University. This tool uses a
variety of variables such as HMM and performs word
alignment. GIZA ++ is available for free download.

B. MGIZA

MGIZA ++ is a multi-thread alignment tool based
on GIZA ++, Expands GIZA ++ in many ways. It gives
the impression of combining multiple fibers, and
making good memory. It can also start training from
any category, and continue training from any category.
MGIZA is free to download.

V1. DECODER TOOLS

There are many different tools for the SMT system
configuration phase. They are discussed as follows.

A. Moses

Moses is a Statistical Machine Translation
program developed by Hieu Hoang and Philipp Koehn
at the University of Edinburgh that allows automatic
training of translation models of any language type. All
that is needed is a compilation of translated parallel
corpus. Moses works with SRILM to do the Language
Model, and GIZA ++ to do the Translation Model.
Moses is free.

B. ISl ReWrite Decoder

ISI ReWrite Decoder is software used to perform
word processing (search) in the development of
Statistical Machine Translation systems. Works with
the CMU Tool-Statistical Language Modeling and
GIZA ++ toolkit to perform translations from Source
Language to Target Language.

VIl. MERITS OF PROPOSED SYSTEM

A. Faster Translation

Using a machine translation system enables you to
save your time while translating large texts.

B. Low price

When a professional translator translates your text,
you have to pay enough for each page but we usually
need a point of view, a common sense. In this case the
machine translation system is reliable and works for us.

C. Confidentiality

Many people use machine translation systems to
translate their private emails, because no one would
agree to hand over their personal documents to a
translator they don't know, or no one would be able to
give other people financial documents.

D. Universality

Usually a skilled translator becomes an expert in a
specific field, but a typewriter can translate any text
anywhere. The translation of special words should
open the corresponding settings.



E. Online translation and translation of web page
content

The beauty of online translation services is
obvious. Online translation services are close at hand
and you can quickly translate information about this
service. Additionally you can translate any web page
content with a search engine query using machine
translation systems.

VIl ARCHITECTURE
PROPOSED METHOD

In this section, the implementation and implementation
of the plan is discussed. These include corpus building,
data editing, Model development, Model Model and
decoder training.

Source Language Text

DIAGRAM FOR
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A.  Development of Corpus

The Mathematical Translation System uses the
corresponding parallels between the two source and
target languages. This compatible corpus is a
prerequisite for prior training in Statistical Machine
Translation. The proposed system used the same
corporate English and Hindi sentences. A concise copy
of more than 5000 sentences has been compiled
containing the minimum sentences and life history of
the freedom fighters based on their track record in the
courts.

B. Architecture of English to Hindi Statistical
Machine Translation System

The structures play an important role in building
the SMT system. Language Model (LM), Translation
Model (TM), decoder is used to make SMT. The
language model is adapted from the target language.
Decoder offers the possibility of a direct sentence
given the source sentences.

C. Translation Model

The Translation Model (TM) considers the
probability that the source sentence is ‘S’, with the
targeted sentence given ‘T’. Statistically, the TM
counting opportunities are given as, P (S | T).
Translation can be done based on a word or phrase. TM
output is installed in Moses decoder. GIZA ++ and
mkcls are used to develop the Translation model,
which was developed.

D. Decoder

The decoder increases the chances of a synthetic
sentence. It uses the function of argmax () to increase
the chances. Moses' software freely available under
open source licenses is used for decoder. Moses is
compatible with SRILM and GIZA ++. The Moses
decoder accepts as the inclusion of the text of the
source language and creates the text of the target
language. Opportunity files are accepted from TM and
LM. The decoder can be set to interactive mode to
perform the translation.

X IMPLEMENTATION AND
DESCRIPTION

Details adjustment includes token insertion, cleaning,
disposal of the corpse. Before undertaking a training
program the details should be considered in advance.
The issues that need to be addressed in the same
corporations are as follows:

+ Setting the default environment LC_ALL to C in
Linux environment.

« Software requires one sentence per line. So there
should be no empty lines in the corpus.

« Deleted sentences with more than 40 words. Sentence
sentences from 1-40 have not been deleted.

*All parallel corpus sentences need to be included
below. The top sentences should be changed to the
lower case

To prepare the data, used in the proposed system,
PERL documents were used.

A Tokenizing the corpus

Making corpus tokens uses Perl script. The
input in this text is in corpus green and the output is a
corpus with a token. Script created as provided in

$
/home/farman/project/smt/scripts/tokenizer/tokenizer.p
erl -1 en < /home/farman/project/smt/corpus/corpus.hi
> [home/farman/project/smt/corpus/corpus.tok.hi

$
/home/farman/project/smt/scripts/tokenizer/tokenizer.p
erl -1 en < /home/farman/project/smt/corpus/corpus.en
> [home/farman/project/smt/corpus/corpus.tok.en




Filtering out long sentences

Sorting long sentences using the PERL script,
clean-corpus-n.perl. The release of tokenizer.perl was
accepted as a clean-corpus-n-perl installation. This
text removes long sentences from the corpus. It also
removes unwanted space characters and blank lines.
Long sentences, those that exceed the 40 word word
limit. The system does not accept blank lines, which
is why they are removed. GIZA ++ takes too long to
train in long sentences. Clean-corpus-n.perl is used to
reduce sentence lengths.

$/home/farman/project/smt/scripts/training/clean-
corpus-n.perl
/home/farman/project/smt/corpus/corpus.tok.en en
/home/farman/project/smt/corpus/corpus.clean 1 40

B. Lowercaseing data

The data which is fed in for training the Moses
software must be in small case. This is accomplished
using lowercase.perl
/home/farman/project/smt/scripts/training
/lowercase.perl <
/home/farman/project/smt/corpus/corpus.tok.clean.en
|[more

X, LANGUAGE MODEL
For Language Model (LM), SR International’s LM
model (SRILM) is used. SRILM is compatible with
Moses decoder and GIZA++ Translation Model
(TM).

Command for generating 3-n-gram language model
/home/farman/project/smt/scripts/training/ngram-count
—order 3 —text
/home/farman/project/smt/corpus/corpus.tok.hi —Im
hindi.Im

—write count.cnt

Install Moses and respective packages

$mkdir project

$cd project

$sudo apt-get install build-essential git-core pkg-
config automake libtool wget zlib1g-dev libbz2-dev

m Farman@ubuntu: ~/proje

3 $ sudo apt-get install build-essential git-core pkg-co

Reading package 1lists... Done

Building dependency tree

Reading state information... Done

ote, selecting 'git' instead of 'git-core'

ote, selecting 'python-dev-is-python2' instead of 'python-dev'

pkg-config is already the newest version (0.29.1-Oubuntu4).

pkg-config set to manually installed.

get is already the newest version (1.20.3-1ubuntul).

get set to manually installed.

he following additional packages will be installed:
autoconf autotools-dev binutils binutils-common
binutils-x86-64-1linux-gnu bzip2-doc dpkg-dev fakeroot g++ g++-9 gcc
gcc-9 git-man libalgorithm-diff-perl libalgorithm-diff-xs-perl
libalgorithm-merge-perl libasan5 libatomicl libbinutils libc-dev-bin
1ibc6-dev libcrypt-dev libctf-nobfd® 1libctf® liberror-perl
1libexpatl-dev libfakeroot libgcc-9-dev libitml liblsan0@ libltdl-dev
1libpython2-dev libpython2-stdlib libpython2.7 libpython2.7-dev
1ibpython2.7-minimal 1ibpython2.7-stdlib libquadmath@ libsigsegv2
libstdc++-9-dev libtsan® libubsanl linux-libc-dev m4 make
manpages-dev python-1is-python2 python2 python2-dev python2-minimal
python2.7 python2.7-dev python2.7-minimal

Suggested packages:
autoconf-archive gnu-standards autoconf-doc gettext binutils-doc
debian-keyring g++-multilib g++-9-multilib gcc-9-doc gcc-multilib
flex bison gcc-doc gecc-9-multilib gcc-9-locales git-daemon-run

$sudo apt-get install libsoap-lite-perl

o

et install libsoap-lite-perl

cgi-perl libio-sessiondata-perl libmime-tools-perl libossp-uuid-perl libossp-uuidi6

gi clone https://qithub.cm/moses—
smt/mosesdecoder.git

$git clone https://github.com/moses-smt/giza-pp.git
3 S git clone https://github.com/moses-smt/giza-pp.git
Cloning into 'giza-pp'...
remote: Enumerating objects: 301, done.

remote: Total 301 (delta 0), reused 0 (delta 0), pack-reused 301
Receiving objects: 100% (301/301), 259.42 KiB | 1.24 MiB/s, done.
Resolving deltas: 100% (207/207), done.

$cd giza-pp
$make
Farman@ubuntu: ~/project/giza-pp
S s
$ cd giza-pp/
S 1s

README
$ make

Makefile

: Entering directory '/home/farman/project/giza-pp/GIZA++-v2
mkdir optimized/
g++ -Wall -Wno-parentheses -03 -funroll-loops -DNDEBUG -DWORDINDEX_WITH_4_BYTE -DBINAR
/Parameter.o
Parameter.cpp: In function ‘bool writeParameters(std::ofstream&, const ParSet&, int)’:
Parameter.cpp:48:14: ignoring return value of ‘char* getcwd(char*, size_t)’, de

48 | 5

|

-Wall -Wno-parentheses -03 -funroll-loops -DNDEBUG -DWORDINDEX_WITH 4 BYTE -DBINAR
myassert.o

-Wall -Wno-parentheses -03 -funroll-loops -DNDEBUG -DWORDINDEX WITH_4_BYTE -DBINAR
d/Perplexity.o

-Wall -Wno-parentheses -03 -funroll-loops -DNDEBUG -DWORDINDEX_WITH_4_BYTE -DBINAR

$cd mosesdecoder
$mkdir tools

farman@ubuntu: ~/project/mosesdecoder

$1s

$ cd mosesdecoder/
$ mkdir tools
A |

Note: copying GIZA++ Binaries to mosesdeocder
folder

$cp ../giza-pp/GIZA++-v2/GIZA++ ..[giza-
pp/GIZA++-v2/snt2cooc.out ../giza-pp/mkcls-
v2/mkcls tools

downloading IRSTLM Toolkit from
https://sourceforge.net/projects/irstim/postdownload
$tar -xzf irstlm-5.80.08.tgz

$ cd irstim-5.80.08/

$ls
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$ cd trunk

Scad ..
$ s

$ tar -xzf irstlm-5.80.08.tgz
$ cd irstlm-5.80.08/
S s

$ cd trunk
$1ls
make-release-dev
README

Makefile.am

make-release RELEASE

$cd../.

$ mkdir irstim

$ cd irstim-5.80.08/

$ ./regenerate-makefiles.sh

Farman@ubuntu: ~/project/irstim-5.

$cd ..
$ mkdir irstlm
$ cd irstlm-5.80.08/
3 $ ./regenerate-makefiles.sh
alling /usr/bin/autoreconf
onfigure.ac:10: warning: LT_INIT was called before AM_PROG_AR
usr/share/aclocal-1.16/ar-1ib.m4:13: AM_PROG_AR is expanded from...
onfigure.ac:10: the top level
onfigure.ac:10: warning: AC_PROG_LIBTOOL was called before AM_PROG_AR
usr/share/aclocal-1.16/ar-1ib.m4:13: AM_PROG_AR is expanded from...
onfigure.ac:10: the top level
onfigure.ac:10: warning: LT_INIT was called before AM_PROG_AR
usr/share/aclocal-1.16/ar-1ib.m4:13: AM_PROG_AR is expanded from...
onfigure.ac:10: the top level
onfigure.ac:10: warning: AC_PROG_LIBTOOL was called before AM_PROG_AR
usr/share/aclocal-1.16/ar-1ib.m4:13: AM_PROG_AR is expanded from...
onfigure.ac:10: the top level
onfigure.ac:10: warning: LT_INIT was called before AM_PROG_AR
pclocal.m4:9124: AM_PROG_AR is expanded from...
onfigure.ac:10: the top level
onfigure.ac:10: warning: AC_PROG_LIBTOOL was called before AM_PROG_AR

$ ./configure —prefix=/root/smt/irstim

farman@ubuntu: ~fproject/irstim

3 $ ./configure -prefix=/root/smt
for a BSD-compatible install... /usr/bin/install -c

whether build environment is sane... yes

for a thread-safe mkdir -p... /usr/bin/mkdir -p

for gawk... no

for mawk... mawk

whether make sets S(MAKE)... yes

whether make supports nested variables... yes

for gcc... gcc

whether the C compiler works... yes

for C compiler default output file name...
for suffix of executables...

whether we are cross compiling... no

for suffix of object files...

whether we are using the GNU C compiler... yes

whether gcc accepts -g... yes

for gcc option to accept ISO C89... none needed

whether gcc understands -c and -o together... yes

whether make supports the include directive... yes (GNU style)
dependency style of gcc... gcc3

for g++... g++

whether we are using the GNU C++ compiler... yes

................. if error down grade gcc
and g++ compiler

a.out

Following are command of down grade process

Append the following 2 lines at the end of
the file /etc/apt/sources.list

deb http://dk.archive.ubuntu.com/ubuntu
xenail main

deb http://dk.archive.ubuntu.com/ubuntu
xenial universe

$ sudo apt update

$ sudo apt install gcc-4.9 and g++-4.9

$ gce -v

$ sudo update-alternatives --remove-all gcc

$ sudo apt-get install gcc-4.8 g++-4.8

$ sudo update-alternatives --install
{usr/bin/gce gec /usr/bin/gec-4.8 50

$ sudo update-alternatives --install
{usr/bin/g++ g++ /usr/bin/g++-4.8 50

$ sudo update-alternatives --config gcc

$ sudo update-alternatives --config g++
$ make install

Running Moses decoder

Jmoses -f
~/moses/mosesdecoder/trunk/scripts/training/moses-
scripts/scripts/training/model/moses.ini
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Output

Sr. Input English Sentence Output Hindi Sentence generated by the
No. system

Students of the Dattatreya city

Municipal corporation secondary .

1 school demonstrated their imagination WW WWWWWW
power by creating the fictitious fort & faenffal 3 wreufe fosa ‘qtiiTg" d[hR
"Duttgarh". U HegTRITaR o1 uR= féar|
With encouragement from Principal UWWHWW$WWW

2 Sandhya Medpallivaar the teachers ﬁraﬁaﬁaﬁq‘r?fﬁg.ﬁ%wﬁﬁw
and students built the fort out of clay. foar|
Rajesh Gavre, the President of the

3 MNPA teachers association, honoured TUT R1efes 99 &b G{?H&IWTIEI%%TW@
the school by presenting the award. %Wmaﬁl

4 Ramesh Saatpute examined the fort. ﬁﬁﬁqﬁwmﬂ'ﬁ@ﬁml
Students like Nikhil Kavle, Darshan

5 Gedekar, Sahil Meshram participated Wﬁﬂfﬂﬁﬁ@ﬁmﬁ, H’-‘Zﬁilé &R, g
in building the fort. T 34 faeniial 3 ggum fer|
Narender Barai, the President of the
District Art Teachers' association,

Shekhar Vanskar, a cashier, Ajay . .

6 Gundamwar, a member of Gajanan WWWW$ G{W?JWEIT\’%, WW&[
Mehar provided guidance to the FIRGRY dlIXh Y, Yo HGY [SHAIR, TTSIHq HeX 4
students. faenffat o1 AR fean

2 Nagarsevak, Reeta Mule presented
messages from well-wishers. WWH@%W ﬂfwapfl\ .
Rohtak. Akhil Bhartiya Janwadi Mabhila 3 Eilﬁli.:ﬁmﬁygldl{, pulldle d ¢fc- EdIc

8 Samiti and DYFI jointly launched a EAICKILERICR| WWWW
state-wide campaign against Gﬁ?m&ﬂéﬁﬂﬂaﬂw@m@
corruption in jobs, fraud and hold-ups. Glf\‘l-l'qﬂ‘{,l'\’?ﬁv_m%l
Through this state-wide signature
campaign, 10 Lakh (1

9 million)signatures across the state will Y ATl GEITER 31T b AEHH 8 U=l
be collected and handed over to the R Y 10 TR TXIER HIATHR AT B Hd
Governor. GITQ'?[I

10  Thesignature campaign started on Wﬁﬂﬁaﬂ@gmm&? ST B
Friday at the new bus stand. ‘\ﬂ??&ﬂﬁﬁ"l_gl
On this occasion, the SFI state
secretary Manoj Kumar, Anju, District
Secretary of the Committee, State

" J\/glnt-secretary of thg Yout.h council @%WW%%QIMWH%W FR,

inod Deshwal, Sumit, Anju, Rakesh .
Kumari, Geeta, Sonu, Rajesh Kumar, ﬂ'&lﬁﬁmﬂm \H\_{[‘ WGM$W
Sangeeta, Meena, Veena Malik, WWW, ﬁmﬁ, 31, WW,
Sangeeta, Hawa Singh and Ajit were Tﬂ?ﬂ, @ﬁ‘ WW, il ) Iﬂ:ﬂ, Tﬂ:ﬂm,
present. W,W%ﬁmﬁl@?%l
A very sad incident occurred in Maloya
village, which is located on the .

12 outskirts of the city, where a newly %ﬂ$ﬁwa@ﬂ?ﬁmﬂﬁﬁwﬁ§§
married woman committed suicide by Wmﬁmme{qﬁaw
hanging herself from the fan. SUICEESIE AL

13 Komal had married only two months

ago.
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A police investigation found that Komal
was worried about her financial
situation and so she took this step.
According to the description, the
details of the death of Komal only
came to light when one of Komal's
cousin went to the third floor of their
house to do some cleaning.

Seeing the body hanging from the fan
the girl screamed and immediately
informed the in-laws about it.

Komal was immediately taken to the
Multi-speciality Government Hospital,
Sector-16, where she was declared
dead on arrival.

Komal's husband Kulvinder is
unemployed.

Before committing suicide, Komal
wrote with henna on her left hand that
she was committing suicide of her own
free will as the difficulties in her life
were too much for her.

According to the details received,
Komal's father had passed away a few
years ago, her mother is mentally ill
and her brother is studying in a
government school.

In the meantime, the police has kept
the body in the mortuary of the
hospital in Sector-16.

Only after a post-mortem will the
police be able to find out the actual
cause of death.

Sri Lankan selectors have selected 16
members of the team for the up
coming limited-over match series,
which is going to take place from the
10th of November, against New
Zealand.

The selectors have included only one
new face, the 24 year old Ashan
Priyanjana, while they also called
Dimuth Karunarathne back to the team
after two years.

The Sri Lankan team will play three ODI
(One Day International) matches and
two T-20 matches against the Kiwis
from 10th to 21st November.

The first and second one day matches
will be played in Hambantota, while
the third one day match will be played
in Dambulla.

Both T-20 matches will be played in
Pallekele.

Tfere ) URfie Wi § I 3 & b At
3T it & ORI 1 9 S ol A 39 T8
HH I3[

fIaRU1 & SR HIYd §RT HId $I T T &
YT H BT Ul LHAR X IR HI 39 T
U ERREI EENCRE INNE SR CI R
T HAH TS PRA TR |

@ P! U J ACHd ¢d 98 IIG 331 3R 3D
IR B 3 a6y B Ja1 gl |

BT B! IHTd TTa-He Hee RUTRTaferdt
AT, Yoex-16 T o ST 11 S8l STdex] A 39
Td @IS TS Bifvd & faa|

DA b1 Ulfd Haldax $e DHIHTS ] DRl

S A I8 HEH I3 I Ugd 310 §T¢ 81U TR
Hed) 3 forar s ag s ool § el Hr &
8, TR Sita &1 g g Bt Aid &1 aoig g |

fdaRur & DI & fUdl B s I1d Ugd
TG &l gt & B! A, HFRID I § 3R U
YIS PRI W d J Ugar g

Eed, e - ]1d &1 JareR-16 o ST ol
AR & waar fear 2|

gReTe RUIE & 816 g & dRafdd HRUI &1
Gl I JpTT |

ScipTs FEADHASH = AT 10 FdR J Yl s
& fas g1 arat HfHd 3R & fgueha IR
P 7T 16 eIy el 1 &1 a8 fBar g |

FAH Al A EH A T {747 D8R 24 TN
SB-THIC Ryes! T o &t e fsar
2 Safep foy HoURA &1 <l oy g R A Ay
AT TS 7

fidpTs AH HIIT & RAATH 10-21 TR I
& v feaiia wiefe & 20 F @Al

U dT 3R gOR1 U feafia gevraan gaerer #
W& ANIRT IS GebTadl Gigal § Jdll S|

I8 Gl 1-20 HTEQ UTediohdl W WA S|




X1 CONCLUSION
In this thesis, English to Hindi SMT system has
been developed. The SMT is a part of corpus based
MT system which requires parallel corpus before
undertaking translation. A parallel corpus of 5000
English and Hindi sentences was used to train the
system. The SMT system developed accepts
English sentences as input and generates
corresponding translation in Hindi. The translation
of 90 sentences was evaluated using human
evaluation method. On the parameters of fluency
and adequacy a geometric average of 2.693 and
2.93 was calculated respectively.
The quality of the translated text are often depends
upon the dimensions of the corpus and therefore
the quality of the corpus.
There can be following future directions for English
to Hindi SMT system.
The work can be extended to include multilingual
corpus of different languages in the source-target
pair. The target and source languages can be
increased from present one language.
* The system can also be put in the web-based
portal to translate content of one web page in
English to Hindi.
* A mobile application can also be developed in
which message containing English text is sent to the
client in Hindi language.
* The corpus can be preprocessed to change its
clause structure for improving the quality of
translation.
* The translated text can be reordered and processed
to overcome grammatical mistakes which will be
part of post-processing. This will improve score of
human evaluation
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