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ABSTRACT  

 
 

Handwriting recognition is a fascinating and convincing piece of writing 

because everybody has his or her own writing style in this world. The most challenging 

part is determining the unique qualities of each word's handwriting. It is observed that 

Predicting and implementing handwriting paragraph feature data is difficult, therefore 

data pre-processing is required. Pre-processing, differentiation, description, 

preparation, identification and post-processing are some important steps involved in 

handwritten character recognition. For implementation, Python and the deep learning 

programming language were used.  

Hand writing recognition is an important procedure that enables handwritten 

inputs, including touch screen, papers, photographs and other devices, to be gathered 

and understood. The pictures of written texts in optical image processing are named as 

"off line." It is easier to describe the "on-line" behaviour of a pen's tip on a pen-based 

gadget since more options are available. The key method of recognition of optical 

character is the handwriting detection.  

A technique involving CNN-based data set removal from an image and 

algebraic fusion of distinct words in images to categorize for trained in different sets of 

edges, prepared by feature selection applied to the original CNN feature set is designed. 

In the proposed work Firstly, the handwriting features of ambidextrous and non-

ambidextrous persons are classified and implemented. Secondly, predicted the images 

of handwriting features of ambidextrous and non-ambidextrous persons. Thirdly 

analysed the images data of handwriting features of ambidextrous and non-

ambidextrous persons with each line of paragraph. 

The purpose of this study is to determine whether the left-hand side can 

correctly pronounce words when compared to the right-hand side. The dataset is split 

into the exercise set (70%) and the validation set (30%).  Different classifiers were 

evaluated, and four algorithms were implemented for training and testing or model 
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assessment. The photos with edges have been pre-processed. To classify each line of 

handwriting paragraph, we used the convolution neural network approach. The goal of 

this project is to explore further the challenge of categorizing manual texts and 

converting manual text to digital formats. The findings of the experiments suggest that 

a fusion of categorization images can produce a descriptive word.  
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CHAPTER-1 

INTRODUCTION 

 

1.1 Introduction 

Handwriting also called as brain writing is a helpful way to recognize the 

characteristic personality characteristics of an individual. Handwriting analysts also 

called graphologists will look at the handwriting of a person to predict the character 

traits of the author. One indispensable branch, from the beginning of forensic science 

and its use in criminal investigation, has achieved its notable goal of recognizing the 

authorship of handwriting as well as the authenticity of documents. Precisely, the 

branch of review of the text in issue includes the solicitation of scientific 

recommendations and techniques for the resolution of contested paper problems. In 

general, a writer tends to experiment to establish his own handwriting characteristics 

and as the writer continues to write extensively, the writer will gain similarity either 

to the copybook model or to any perceived model in this process. Handwriting may be 

a deliberate act, but the actual creation of every letter and word is almost accidental 

because of the repetitive usage so that the writer represents much of his thought ions 

on the topic instead of on the written process. Somehow, the brain works in a feed-

forward way as a scheduling series of instinctive strokes.  

Thus, handwriting becomes an unconscious habit, as much a component of the person 

as any person's other natural mannerisms or behaviours. Handwriting is affected by 

perceptive representation and the capacity of the writer to replicate a copy booking 

type. It has both a physiological and psychological connection within the brain, i.e., 

that it is a deliberate act, but then the perceptible creation of every word and letter 

becomes almost instinctive due to its repeated practice. The handwriting individuality 

makes it a type of physical proof and there are some basic principles to recognize 

handwriting. Numerous factors influence a person's handwriting, with each aspect 

contributing to the author's final type, styles, and features. In many countries, the 

handwriting of many signatures is symbolic in nature and consists not of individual 

letters, but of symbolic types or ideograms. The idea is emphasized that the writer will 

conduct the letters learned in a particular manner when he or she gets acquainted with 
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those letter patterns consistent through his/her learning method. It must be understood 

that of learning process of writing is subtly different from or different from the 

copybook model, which not only offers the author a new way of forming letters but 

also maintains and passes them on to other authors. One explanation for this is that 

authors, i.e., their area or country, are distributed in a different demographic way. 

Indeed, each country has its own education mechanism that enables the transfer of 

manuals as lessons [1]. 

The identification of handwritten texts is a technique nowadays very important for 

this world. We have relied on the writing of our hands to contribute to errors before 

we apply this technique properly. It's a daunting job to securely store and access 

physical data. Modern technology helps people to save data over computers, through 

which data can be stored, handled and retrieved much easier. Moreover, the data is 

also highly reliable. The Google Lens is an example of the software of hand-written 

text recognition. Handwritten papers are easy to comprehend for people because we 

have the capacity to read. Deep learning and artificial intelligence may also be used to 

induce the machines with the same ability. The research that solves such a problem is 

called the OCR or sometimes called the identification of the optical character. It is a 

device used for translating electronic and image documents for machine readability 

into digital text. Some features such as the histogram of directed gradients and many 

techniques such as image recognition, character recognition, facial detection, etc. have 

been offered over the last couple of decades, which are used to extract important 

characteristics. OCR is also two versions, the smart hand-written recognition HCR 

and the PCR. We need more identification capacity because of the various 

handwriting types of humans. Many times, one person's writing style varies, as he 

writes many times. OCR is furthermore distinguished by the acquisition of documents 

into two types: Offline and Online Recognition Systems. The offline framework deals 

with texts obtained previously written by different input methods. Writing is 

remembered simultaneously in the online recognizing system [2].  

Ambidexterity person means that both hands are equally trained. It may also mean 

that both hands can be used at the same time. Just 1 per cent of the term population 

according to the report is ambidexterity. In his autobiography Nikola Tesla wrote 

about ambidextrousness. Therefore, it is an extremely exceptional talent. However, it 

is astonishing that there were so few great performers and historical individuals 
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remaining. Leonardo da Vinci, Dr. Rajendra Prasad, Nikola Tesla, Benjamin Franklin, 

and LeBron James are well-known persons who possess the same skills as Albert 

Einstein, the first President of India, Dr. Rajendra Prasad, and Albert Einstein. Nikoa 

Tesla, the inventor of the AC current and the guy who created so efficient and 

successful electrical engines the world today still uses the Tesla designs. A person's 

individual handwriting has been instinctively noted for a very long time. Over many 

decades, methods for human handwriting knowledge have been developed. But it is 

important to research the quantitative assessment of the discriminatory writing 

authority, particularly with regard to the acceptation of evidence by courts by the 

examiners who were contested. Handwriting is not an answer by external 

environmental influences. Because of the intervals of neural and neuromuscular 

propagation, write-out would be too deliberate if the reaction were continuously 

assisted. Deep learning techniques are successfully applied in different fields such as 

imaging, voice recognition, medical pictorial detection, face detection, satellite 

pictures, traffic signs recognition and pedestrian detection, etc. The effects of 

profound teaching are also popular and, in some cases, human experts have obtained 

stronger results in recent years. Most issues have also been experimented with the last 

few years with profound teaching methods in order to enhance current findings. Deep 

learning-based architectures, such as convolutional neural networks, deep networks or 

recurrent neural networks, have been implemented in recent years. The whole 

architecture has demonstrated its expertise in numerous fields. Character recognition 

is one area of comprehensive experimentation in ML techniques [3]. 

Deep learning techniques are made up of several hidden layers, each of which has 

numerous neurons that measure the necessary weights for the deep network. To 

calculate these weights, a large amount of computational power is necessary, as well 

as a powerful machine, which was not readily available at the time. Since then, the 

researchers have focused on developing a system that uses less power by converting 

photos into feature vectors. Many strategies for extracting features, such as HOG, 

have been presented in recent decades, and many others have been used as prominent 

extraction methods in a variety of issues, including picture identification, character 

recognition, facial detection, and so on. 

Feature extraction is a dimension reduction approach that creates a feature vector 

from the important aspects of a huge image. These features are created and clearly 
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stated by the scholarly community. The stability and efficiency of these features are 

determined by the competence and experience of each researcher. In some situations, 

researchers may overlook essential aspects while extracting characteristics from 

images, resulting in a significant classification error. The process of creating and 

designing functionality for a specific issue is inverted and transformed into a process 

of determining the best functions for the problem. Deep understanding. To 

automatically extract features, a convolutional neural network comprises numerous 

convolutional layers. Most models extract the characteristics just once, but in the case 

of profound learning patterns, several convolutional layers are used to extract various 

discriminating features. This is one of the reasons why deep learning models are so 

popular. In deep-feed forward, the function is computed automatically with various 

buried layers Neural Networks [4] 

1.2 Background of the Study 

Handwritten character identification is a branch of pattern recognition research. A 

computer that recognizes manual writing is stated to be capable of acquiring 

characters, detecting them, and converting them into machine-encoded form in 

papers, images, touchscreens, and other sources. It is utilized in optical character 

identification and more complex smart character recognition systems. 

Nowadays, the majority of these systems utilize deep learning methods such as neural 

networks. ML is a psychologically and biologically influenced artificial intelligence 

firm that is suitable for solving a wide range of problems by learning from a 

collection of data. A supervised ML model is given instances of data that are unique 

to a problem domain and a response to the problem for each case. When the learning 

process is complete, the model can not only provide answers to the information it has 

gathered, but it can also deliver high accuracy to previously unseen data. 

Neural networks are the building blocks of ML models. Its goal is to mimic the 

learning process of an animal or human brain system. They are a strong learning 

model that aids in the automation of jobs when a human's judgment takes far too long 

or is wrong. A neural network can generate findings fast and recognize similarities 

between visible instances of data that humans cannot see. We chose a neural network 

for use in an Android app that recognizes attributes manually typed on the device's 
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touch screen from device and system pictures. As this text obtains the information 

given, the neural network was created at a low level without the use of libraries to 

enhance the operation. This allows us to evaluate the output of neural networks in the 

given problem and provide network source code that can be utilized for a variety of 

classification problems. The optimization procedure is a subset of a complicated OCR 

or ICR system that could be extended in the future [5]. 

1.2.1 Handwriting 

Handwriting is performed with a write tool in the hand, such as a pencil or pencil. 

Printing and cursive manuscripts vary from formal calligraphy or typing. Every 

individual can be used to check the writer of a text because of its special and different 

hand writing. Loss of an individual's handwriting is also the result or symptom. The 

inability to produce clear and reliable manuscripts is also known as dysgraphy.  

A pencil, pen, digital style or other device is needed for handwriting. Art, handwriting 

skills are called penitential skills. The script is called manuscript, preceded by the 

following letter. Form of manuscripts or handwriting in which letters are separated. is 

handwriting. If an expert in handwriting recognizes a signature like the subject 

signature, this could indicate that one of the signatures is a copy of another based on a 

document track, copy or scan.  

Handwriting can change at any time, but handwriting is normally fairly consistent, from 

early adulthood to early age. However, teens and people who reach old age are more 

likely to change their handwriting over time. The former group is focused on a lack of 

improvement of handwriting and the latter group on the fact that a general degradation 

of the skills associated with age will take place. There has been nothing on the 

development of handwriting in teenagers, which ranges between 10 and late 

adolescents. By the time the majority of authors reach the age of about 10, a decent 

degree of fluency and pace was achieved in handwriting production. But that's not to 

suggest that these authors avoid developing; far from it, for once they have mastered the 

essential elements of the art, it is then feasible for the writer to exploit the method for 

their purposes, rather than to research the fundamental elements of tennis strokes, and 

then to improve and perfect them to suit your own athletic capabilities. Hand written 

can grow in the teenage age by incorporating types and letterforms that were not taught 

but introduced new features for a variety of reasons – ranging from parental instruction, 



Chapter 1   Introduction  

6 

to hand-writing, such as the speed and legibility of the handwriting. For a variety of 

reasons, hand-writing can develop. It is during the years of adolescence that an 

individual's hand writing passes through some of the most transformative periods, and 

becomes more cohesive and more individual on the one hand. The handwriting of 

children is more and more in line with age and is more distinct from their peers at the 

same time. This was illustrated by the use of a set of letter types in children aged 5 to 18 

years. Writer variance in children aged around ten or eleven was the highest showing a 

time of experimentation and transition while individualization in older children was 

largest, as evidenced by a clear propensity to make handwriting samples identical but 

different from their peers. It is clear that most adults are substantially different from 

their children's handwriting when considering individual letterforms, not just in respect 

to general appearance and skills. Hand writing changes are largely gradual over the 

years of adolescence but often more abrupt, particularly when a writer consciously 

introduces new features into his writing during experimental periods. Any of these 

improvements would also have a further impact in aiming for pace as the author not 

only faster, but also adopts a more effective handwriting style [6]. 

Hand writing recognition is an important procedure that enables handwritten inputs, 

including touch screen, papers, photographs and other devices, to be gathered and 

understood. The pictures of written texts in optical image processing are named as 

"off line." It is easier to describe the "on-line" behavior of a pen's tip on a pen-based 

gadget since more options are available. The key method of recognition of optical 

character is the handwriting detection.  

The handwriting recognition system manages the formatting of the text, splits it into 

symbols and finds the much more common numbers. Mechanical or electronic 

converters may be OCR. Machine-readable text is created from handwritten images and 

typed and printed text extracted from a picture of the document, scans, or a scene-photo 

of the text that is subtitling placed on the photo. OCR is typically performed on static 

documents "offline." Handwriting moments are used to enter the handwritten 

recognition structure. A static handwriting representation is used as input data. OCR 

machines primarily use text printed on a computer and hand-written text. Gestures are 

easily captured via the shapes of glyphs and sentences when used for the approach. The 

recorded movements are the order in which the segments, position, and series of the pen 

are positioned and lifted. This additional knowledge can improve the consistency of an 
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end-to-end technique. This technology is also known as dynamic and real-time 

character detection. Online handwriting characters are identified using a specific 

digitizer or PDA. The sensor records all stroke motions as well as stroke/pen-down, 

which is the lifting and lowering of a stroke. The obtained data is referred to as digital 

ink. The ink is a computer representation of handwriting. The signals are transformed 

into letter codes that text processing software may access. Early character recognition 

versions must be taught with photos of each character and worked on one typeface at a 

time. However, today's modern systems achieve great accuracy in the majority of 

commonly used fonts, which are supplemented by multiple image format inputs for 

digital image files. Some systems additionally provide prepared page outputs that are 

nearly the same as the original page, such as images, columns, and so on. 

Humans can immediately identify the handwritten paper. However, computer 

machine recognition becomes tough since picture, writing size, policies, and styles 

fluctuate due to random noise variations. OCR is a branch of artificial intelligence, 

pattern recognition, and computer vision research. It is frequently used to insert 

printed paper information or data records such as computer receipts, invoices, bank 

accounts, business cards, static data scans, e-mail messages, or any other necessary 

documents or passport document. Through this method, printed texts are digitized and 

utilized to edit, store, browse online, search, and employ computer processes such as 

machine translation, cognitive computing, voice-to-text, and data extraction in a 

compact manner [7]. 

Deep learning is thought to be essential in the study of pattern detection and image 

processing difficulties. Hand-written identification attempts to convert all handwritten 

papers into notational texts. Pattern recognition and ML are distinct fields. 

Handwritten Identification of Character (HCR) contributes to the creation of a human-

system interface. Offline and online recognition are the two main methods of hand-

written recognition. Real-time online recognition works by extracting complicated 

visual features from strokes. Offline identification is not detectable in real time. In 

both offline and online recognition, many techniques to conceptual and semantic 

approaches, statistical approaches, vector machine support, and neural networks were 

applied. Many research efforts have been done to enhance processing times and 

recognition rates. Offline identification is more difficult because we recognize that 

everyone has a unique writing style. Many scholars have been drawn to it since it is 
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employed in practical applications such as documentation review, description mailing, 

and financial institution testing [8]. 

1.2.2 Handwriting Features 

Handwriting has a range of features that are distinctive and recognizable for each 

writer is widely agreed. It is thought that there are not only no two documents written 

by one person in exactly the same way, but that no one writes them all in the same 

way as another author. It is also based on the analysis of many handwriting aspects as 

this cannot be supported by relying on one or more handwriting features. Handwriting 

is not only special but also inter-related in its different characteristics, producing for 

and author a complex handwriting formula. As such, handwriting consists of pattern 

and handwritten experts analyze patterns in handwriting instead of relying on isolated 

handwriting functions. The pattern must be formed in a number of comparative 

samples for a writer to assess the range of variations. Rarely, one or a few 

handwriting comparisons may be used to recognize or erase the handwritings or 

signatures.  

Thus, several handwriting or signature samples are needed in the analysis due to the 

natural range of variation. Due to a lack of static handwriting and the subject of 

changes over time or due to other variable words, samples of handwriting written over 

a similar period of time and under equivalent conditions appropriate to the written 

material under question are also required. The evaluation of handwriting samples 

under inspection was one of the first stages in a handwriting examination. The 

examiner must test the samples and assess if they exhibit natural handwritten features. 

Manuals have an unimpeded activity flow. Adverse factors such as fitness, 

environmental conditions, drugs, alcohol and some other conditions may influence 

handwriting. If there are exceptional characteristics or dysfluence in the subject 

writing, the examiner must evaluate whether it is consistent with other samples which 

display natural characteristics and/or decide why the abnormal handwriting 

characteristics occur. A layman can be viewed as reluctant with respect to the 

significance and prominence of handwriting, but handwriting is a predictive tool that 

can embody human nature in the spreads of social skills, intellectual marks, 

organizational activities and possible behaviours. The handwriting characteristics and 

the letter formations are normally affected by the writing system acquired by the 
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writer during the study process. Handwriting is not an intrinsic function, but the skill 

or lack of coordination of the person may be part of it. Therefore, in the subsequent 

writing, there are several components of involuntary pattern, characteristic pattern, 

and muscle movement, which form part of a specific individual as the specific habit 

of the brain [9]. 

1.2.3 The Importance of Handwriting 

Handwriting is a purchased craft such as drawing, dance or cycling. The early stages 

in which writing is taught and practiced are distinguished by the learner's deliberate 

attempt to imitate traditional letter instruction. The muscles of his writing hand create 

a mental impact. The actual creation of a word and language is almost accidental due 

to repetitive use of letters. Handwriting is a coordinating process in which the brain is 

the key regulator for handwritten the subject. The muscles also play a significant role 

in the handwritten process. This analysis aims to establish the writer's origin based on 

handwriting features. This forward-looking research was conducted by 150 people 

from 15 countries.  

The results revealed that certain classes of handwriting are designed which writers 

acquire of the country in which they belong, such as the design of certain letters, and 

the handwriting role, which in turn helps to decide to which country writer they 

belong. While many handwritten tasks have been replaced by word and email 

processing, there are many tasks which still demand readable hand writing. For 

potential employers it is not uncommon to ignore applications by applicants for jobs 

when handwritten or hand-printing is unreadable or unwanted. Litigation can stem 

from poorly written, unreadable doctors' prescriptions.  

In reality, there are specially developed doctoral handwriting mitigation programs. 

There are illegal envelopes on the Postal Service. There are several instances of 

handwriting applications every day, such as checks, admission receipts, form 

completion, envelope management, writing a card, writing observations or writing a 

list. Some people are predisposed to others because of the way the handwriting looks. 

Negative remarks about unsound, unreadable handwriting are not unusual for people. 

Studies have shown that teacher grades in documents with handwriting disorder are 

lower. The graphic tablets are being used more and more and this can lead to an 

increasing need for legible handwriting to "read" the handwriting by the recognition 
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program. "Handwriting has not been given the attention it deserves in the education 

system because it plays an important part in the cultural development of children." 

Hand writing offers a direct correlation or path between the brain and hand to the 

development of literacy in the early stages of childhood learning and development. 

The complicated engine processes necessary to write, write and compose requires an 

integration that enhances language skills in the growing mind. Research has also 

shown that the use of handwriting improves orthography, reading and writing. Hand-

writing is 'hand-to-hand language.' However, poor handwriting acquisition, if not 

properly taught, may impede compositional writing. There are only a few motor tasks 

which so closely connect the body and the brain as to write. The fine motor skills 

required for writing handwriting combined with a short and long period and language 

learning support the brain that can be replicated by few other activities. It was found 

to support autistic as well as non-learning children through a multi-sensorial or 

kinesthetic approach to learning. Handwriting is an interdisciplinary practice that 

helps to coordinate, memorize and improve cognitive skills. Handwriting 'can make a 

valuable contribution to developing the fine motor skills which decide willingness and 

the capacity to write [10].'  

1.3 The process of writing 

Handwriting is an advanced skill that we normally start to obtain in the early years 

that develops through adolescence and early adulthood in the following years. In early 

adulthood handwritten has grown to a well-developed style, which is not altered for 

years until factors harmful to handwriting, such as illness and age, begin to affect it. 

Handwriting is one of many knowledge developed in the early stages of life.  

A few theories explain the acquisition of general skill, whether it's cycling, playing 

the piano or writing. These theories are structured to tie what we see in individual 

ability growth to understanding how it interacts with what occurs in the brain. It is 

particularly thought that certain brain regions are predestined to perform certain 

functions by means of neural associations, indicating that certain brain parts are 

connected to various sub-elections of the handwriting process. The finding that 

handwriting differs both for a given writer and between writers is an important 

foundation of handwriting analysis. This definition of heterogeneity is fundamental to 

certain hypotheses about the manner in which psychological processes function. It 
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varies deeply from the notion often found that psychological processes share factors 

underlying each other. Siegler highlighted the need to adopt variability to recognize 

the variations that occur in psychological processes, a view which shares the potential 

gains generated from the study of behavioural variation. Detailed consideration of 

variation is not only beneficial but also necessary for enlightening the complex 

essence of individual learning and development. Different regions of the brain are 

engaged in the creation of handwriting, and these are seen in brain scans, as several 

studies demonstrate. For example, PET was used to check the writing speed and 

different areas of the brain cortex were found to be involved in pen control. The 

handwriting of professional and disqualified children was studied with fMRI, with 

distinct areas of the brain correlated with skill differences. How the different 

handwriting factors coincide to enable seamless and effective production now is taken 

into account [11]. 

1.4 Ambidextrous Persons 

Ambidextrous Leonardo da Vinci was one of several Florentine artists with 

exceptional abilities. Because he had injured his dominant right hand as a child, he 

used both hands to create paintings. According to the Uffizi, one document – the date 

inscribed in the upper left corner in front of the painting – is the inverted inscription in 

the mirror. Multiple times, Da Vinci has utilized this as a mirror reading, despite its 

obscurity. The main objective of this project is to design a framework which can 

recognize efficiently the current format character of a neural network. Neural 

computing may be a relatively new area, and therefore style components are less well-

defined than other architecture. Neural computers use parallel data. There is a 

somewhat different neural machine from the regular computer. The neural computer 

is run.  

Neural computers are educated and not programmed apparently. To compare the data 

to the trained system and provide the user with an appropriate output text. Frosinini 

examined the painting and inscription under a microscope using high-resolution 

images and infrared illumination. They also classify biological stuff using an X-ray 

fluorescence kit and a portable machine. Researchers have established that Da Vinci's 

ink was hand-drawn, that the letters were all produced in a similar shade of blue, and 

that the inscriptions followed a strict sentence structure. It's possible that da Vinci 
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penned these two inscriptions with opposing hands, given the disparity between them. 

This text has to be written with the left hand inverted at the front, and the non-

dominant right hand at the back, based on a review of da Vinci's writings. 

Ambidexterity is the ability to use both your left and right hands [12]. The phrase 

means that the material equally suited to conservative politicians and on the left as 

opposed to objects. It indicates that a company has no strong preference in relation to 

people for using his right or left hand. Just about 1 percent of the seven billion people 

are gender ambidextrous, or about 70,000,000. There are those in society today that 

are ambidextrous in schools and careers that either require or stress right hand 

practices, who have learned how to become ambidextrous deliberately or as a result of 

schooling. As many of the day's devices are asymmetrical and suitable for people with 

the right hand, because of rare or lack of left-hand models, many left-wing people will 

use the devices with the right hand.  

Therefore, the left side is more likely to become the non-dominant side than the right 

wing. The prevalence of leftness is approximately 13% in adolescents and decreases 

steadily at the age of six% in the 7th and 8th decades of life. Many causes, including 

maternal handicap and family history of symptoms, precedes, and early brain trauma 

are thought to influence handicaps. Leftness also restricts choice of occupation, 

epilepsy and shortened life expectancy from certain medical disorders. The 

prevalence of atypical language representation of left-handed individuals is assumed 

to be higher, but most evidence of this is found in the studies of neurology sufferers 

who may be diagnosed with both handling and language lateralisation by illness. 

Recent non-invasive imagery studies show that about 95 percent of average right-

handed people dominate the Left-Hemisphere. These trials also demonstrate that the 

dominant hemisphere (the right), albeit at various degrees in different individuals, 

plays a significant role in linguistic processing. In comparison, in normal left and 

ambidextrous individuals, the continuum of patterns of language lateralization is not 

well defined. In one fMRI sample, the incidence of atypical language dominance in 

normal left subjects was greater (24 percent) than in comparable right subjects. 

Language domination in this model was conducted on activation in one side frontal 

region, but it is not known whether something holds entire brain. Another fMRI 

research did not, however, find any link in a normal right cohort between the degree 

of rightness and language lateralisation. None of these studies concerned people with 
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Ambidextrus, who are little talked about. No research tested whether the lateralization 

of languages in left-handed people is related to other genetic factors, such as sex and 

the family history of izquierdity. We have estimated the effect in regular left-hand and 

ambidextrus subjects of an atypical language organisation [13]. 

1.5 Image Pre-processing 

In the recognition pipeline, the image pre-processing is vital for correct prediction of 

character. Typically, such techniques include noise reduction, segmentation 

techniques, cropping, leveling, and more. In our project, these techniques have 

primarily been used to recognize from an image, but some of them, such as cropping a 

written character and scaling it to our key length, are also conducted in touch mode. 

Digital image capture and conversion often produces noise, making it difficult to 

determine what is currently an object oriented of benefit and what is not. In view of 

the problem of recognition of characters, we want to minimize noise as much as 

possible, while maintaining character strokes, as these are necessary for the right 

classification. This can be achieved in a variety of ways. One of these is local 

manufacturing. According to local pre-processing, the input image is used to measure 

the output value of the pixel inside the output image by a small area around the query 

pixel – a mask. That is what filtering is called. We use convolutive masks for this 

work, which scan an image, reducing ideally all unwanted noise. Masks consist of 

quadratic matrices with weight elements of the surrounding areas, which decide the 

pixel's light intensity value. Image segmentation tasks are to break an image into 

sections that have a clear connection with artifacts or the properties of the real-life 

image.  

Thresholding is potentially the easiest form of image segmentation. The threshold is 

the extraction from the monotonous history of the foreground, which is a character in 

our case. This is equivalent to the binarization of their actual data in a gray-scale 

picture. An image threshold is chosen to transform the image input. The measurable 

characteristics of the predictions used for the analysis or classification of these feature 

vectors are the characteristics of the entry data. The functional extraction task is to 

select relevant features which well discriminate the instances and are mutually 

independent [14]. 
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Image processing may be a machine vision manipulation of images. There are several 

methods for manipulating the images with the event of technology. In several places, 

text recognition plays an important role. But such a job by a computer is difficult to 

try. We have to train the machine to recognize the text. The acquisition, extraction, 

classification, and recognition of character comprises several phases. Handwriting 

recognition is the capacity of a machine to accept and interpret handwritten data from 

external sources such as photos. The main objective of this project is to design a 

framework which can recognize efficiently the current format character of a neural 

network.  

Neural computing may be a relatively new area, and therefore style components are 

less well-defined than other architecture. Neural computers use parallel data. There is 

a somewhat different neural machine from the regular computer. The neural computer 

is run. Neural computers are educated and not programmed apparently. To compare 

the data to the trained system and provide the user with an appropriate output text. A 

handwriting recognition system is able to format, divide properly into characters, and 

find the most probable words. The automatic transformation of the text into letter 

coding in an image that is used in computer and text-processing applications includes 

offline handwriting recognition. The knowledge received by this way is regarded as a 

static handwriting representation. Depending on the writer the cursive style differs 

and has specific features between individuals. Not only that, but external influences 

have a direct effect on the way of writing, including the tool used for writing, the 

writer's emotional status and available time. This great variability contributes to the 

application to normalize these anomalies in image processing techniques.  

Contrast, slant correction and image normalization are widely used in these 

techniques. In order to reduce the irregularities in the image, such as light spikes and 

excessive shadows, the first approach is to correct the contrast. Thus, approaches such 

as lighting compensation are effective in this case, as they reduce background and 

foreground disturbances via lighting. The second modification, slanting or distance, 

seeks to normalize the vertical tilt of the character. The process determines the 

observed angle based on the inclination angle on the vertical axis. The mechanism 

then incorporates geometric picture transformation. The last strategy of 

standardization is to rescale image characteristics (pixels) to give rise to a 

medium/variance image of pixels equal to 0 and 1 respectively.  
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It is necessary to identify what is true as a word (token) for the computer-readable text 

or speaker set first of all in order to normalize a text. Depending on the final 

application, tokens will count the dot marks. In the pre-processing process, it is 

possible to stress:  

(i) tokenisation; the function of splitting the sentence into words or characters;  

(ii) filtering; the task of extracting words with little information;  

(iii) to lemmatization; the task of grouping many inflected formats with the same text 

in such a way that they can be analyzed in single token.  

However, we need to retain as much information from the text as possible for most 

NLP applications, so only embedding can be used. The popular Penn Treebank 

Verification standard is widely used to evaluate corporate datasets in this context. It 

distinguishes clitics, preserves hyphenated words and separates the punctuation from 

each other. Therefore, the most critical step in the writing process for optimizing the 

input text is pre-processing, or normalization. The whole output of the system is 

affected by this step, for example because any mistake in the tokenization can be 

equivalent to a mis-detected and corrected spelling error or noise when building 

language awareness on a language model or neural network [15].  

1.6 Optical Character Recognition  

Optical character recognition or the optical character reader shall be an electronic or 

mechanical conversion from scanned documents, a photographic document, a scene-

photograph, or a text that has been subtitled overlaid on an image, of images of the 

typed, handwritten or printed text into machine-encoded text. A common way to 

digitize printed text so that it can be edited, searched, stored in more compact form, 

viewed online, and used in system processes, is commonly used as data entry from 

printed hard copy records – whether passports papers, invoices, bank statements, 

computerized accounts, business cards, mail, static data printing or any relevant 

documentation. Cognitive computing, automatic translation, text to language 

generated, main data and text analytics, for example. OCR is an area of trends, 

artificial intuition and computer vision science. Initial versions had to be trained with 

each character's images and a font worked at a time. Advanced systems which can 
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produce high accuracy of recognition for most font sizes and support multiple inputs 

in digital image file formats are now popular. Some devices are able of replicating 

structured content closely similar to the original page with images, columns and 

others that are non-textual [16].   

OCR systems have two categories:  

(i) online, in which data from static scenarios is received in real time by means of 

sensors; and  

(ii) offline, as is used for images.  

In the category of offline, the written text and document are still remembered. In 

contrast to the scenario of reading printed text, offline Handwritten Text Recognition 

(HTR) is more difficult to fulfill its objective due to the multiple variations of a single 

sentence for the same author. After the implementation of the Hidden Markov Model 

(HMM) for text identification, HTR systems have expanded significantly. The 

recognition system at various levels of text categorization, namely character, word, 

line and even paragraph levels, are currently possible through the use of Deep Neural 

Networks. However, they still fail to achieve satisfactory results in scenarios with an 

unregulated dictionary and to reduce the problem, it is common to use the Natural 

Language Processing Techniques, in particular, the statist method for the 

postprocessing of text decoding. Tools such as Language Model and Kaldi, such as 

Stanford Research Institute, have gained room in recent years by using a language 

model to decipher text. Currently, these two tools are the most extensively utilized in 

HTR systems, and optical model results have been enhanced during this phase. In 

addition, it is essential to construct and employ a formal dictionary of character based 

on the data set or an external organization using statistical techniques. The decoding 

of text in an HTR system is therefore restricted to this dictionary, which in turn has a 

correlation to the date set, which restricts the applicability of the HTR system in new 

text scenarios, particularly in multilingual systems. In contrast, the neural networking 

technique has yielded positive results in recent years in fields of NLP research such as 

machine translation and grammatical error correction [17]. 

The use of encoder-decoder models, sometimes referred to as Sequence to Sequence, 

has increased significantly in the NLP discipline, where applications frequently 
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require vast language knowledge and statistical approaches are sometimes confined 

by the linguistic context. The Care Mechanism has also enlarged these models to 

provide even better outcomes, and more recently, Caution-Based Models have been 

introduced. After an HTR system has been processed and the stages of recognition 

have been disconnected, the primary objective of this research is to introduce 

alternative spelling correction techniques to ensure that the conventional method of 

decoding is conducted competitively. In other words, to combine the HTR system 

with any post-processing tool, regardless of their respective dictionaries. In this paper, 

we employ and assess algorithms that focus on orthodox correction, which vary 

between statistical and contemporary neural network approaches to linguistics 

including Sequence Focus Mechanism and Transformer Models [18]. 

1.7 Problem Statement 

The most challenging part is determining the unique qualities of each word's 

handwriting. Not well with overfit data. It is unable to predict results during testing 

and training. Predicting and implementing handwriting paragraph feature data is 

difficult. Data pre-processing is required because of the variety of sources of 

structured data used in this modeling problem. The datasets are challenging to 

evaluate since each line with a boundary rectangle that corresponds to the most 

relevant feature is difficult to construct and locate. Handwritten digital identification 

is a critical problem in recognition of optical character, which can be used to evaluate 

pattern recognition hypotheses and ML algorithms. A number of standard databases 

have arisen in order to facilitate research into ML and pattern recognition. 

Handwriting recognition is a fascinating and convincing piece of writing because 

everybody has his or her own writing style in this world. The major challenge of 

handwritten numeral identification is the extreme variation of scale, translation, stroke 

thickness, rotation and numeral image deformation, which is attributed to handwritten 

digits written by many users.  

1.8 Objectives 

 Identify and Classify ambidextrous and non-ambidextrous handwriting 

characteristics. 
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 Analysis and predicting the images of ambidextrous and non-ambidextrous 

handwriting features. 

 With each line of paragraph, analyze the image data of handwriting traits of 

ambidextrous and non-ambidextrous people. 

1.9 Methodology 

For implementation, Python and the deep learning programming language were used. 

Python is an advanced programming language that can be used to build a DRNN 

model. It also supports Python 3.7.1, which is the version utilized for this 

investigation. Anaconda jupyter notebook python IDE is used in the code creation 

process; it is designed for data analysis tasks. Jupyter Notebook contains a number of 

science libraries, including sklearn etc. It also allows for debugging, extensive 

analysis, and editing in a variety of apps ("Jupyter Notebook: Anaconda Cloud"). 

Sklearn, Pandas, Scipy, Numpy, Matplotlib, tensorflow, and, seaborn among others, 

have been used. Handwritten digital identification is a critical problem in recognition 

of optical character, which can be used to evaluate pattern recognition hypotheses and 

ML algorithms. A number of standard databases have arisen in order to facilitate 

research into ML and pattern recognition. Handwriting recognition is a fascinating 

and convincing piece of writing because everybody has his or her own writing style in 

this world. ML is a computer science and technology area that helps machines to 

understand things without being specifically programmed. The use of ML is used 

when programming and developing algorithms with enhanced performance are not 

possible. Like many applications, email filtering, malicious insiders detecting data 

breaches, optical recognition (OCR) character recognition and computer vision are 

included. Handwriting has become necessary as we step into an automated world. In 

the area of visual and speech recognition, deep learning produces unbelievable results. 

However, we also lack the exactness of human vision and development before we 

reach the boundary. TensorFlow is an open-source learning machine and a deep 

learning frame from Google, it is simple to construct a deep learning model as usual. 

CNN is a special model of deep learning; its strong feature removal capabilities of 

convolutionary blocks are the advantage of using CNN. A convolutionary neural 

network model with five convolutionary layers was built on the basis of the 

TensorFlow platform. In this test, we find the highest recognition data in the proposed 
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method, based on samples of large IAM database images collected and evaluated on 

sample images from user defines data sets [19]. 

Handwritten identification is a common activity since a number of writing choices are 

available. The computer algorithm does not find the recognition of handwritten task 

correctly due to the same condition. In past literature, profound research algorithms 

were commonly used. Simultaneously, extraction of functions is very important. 

Graphics, histograms, mathematical transformations and moment-based functionality 

are some of the most common techniques in this mission. Pre-processing, 

differentiation, description, preparation, identification and post-processing are some 

important steps involved in handwritten character recognition. With regard to realistic 

implementations, a number of mobile apps and web applications provide their 

customers again with characteristics that improve end user experience that can be 

technically accurately described. Significance and difficulties in the identification of 

characteristics are our aim to pursue solutions that were available in the past and to 

explore new ways of addressing the problem concerned. As the literature mentions 

above, the new field of deep learning algorithms is one of the best ways to find a 

solution. We examine handwritten with this encouragement [20]. 
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CHAPTER-2 

LITERATURE REVIEW 
 

2.1. Handwritten text recognition 

(Rahman et al., 2020) highlighted the usage of slanty moving, printing, handwritten 

copying, fake delay, stuffing, changes in sentence structure, heights and length, and so 

on. The author has used masking features Even so, the main characteristic of 

camouflage is complexity. 100 writers were selected to copy a text using some covering 

to decide the most common disguise techniques. Most writers were aware of 

improvements in writing tendencies, the use of grotesque forms of letters, picture 

presentation and written skills, through the use of pen texts as an efficient disguise [21]. 

(Firdaus et al., 2020) describe and define in a letter of motion the various 

characteristics of left handedness that were found fundamentally opposed to those 

found in the writings of the right-hand authors. If a person remains or right can be 

decided based on certain attributes. According to this study, writing on the opposite 

side usually implies poor writing abilities due to unmanaged retention of writing 

utensils as well as dangerous stroke movements, rapid lateral strokes, a lack of fluid 

handwriting, and an irregular letter style. [22]. 

(Neto et al., 2020) analyse that It is difficult for a computer for various reasons, such 

as form, scale and other factors, to accurately recognize hand writing numbers. This 

review refers to the integration of the TensorFlow-based handwritten detection 

technique. The framework was developed and worked with an 8g RAM upon this 

Mac OS. Initially this approach creates a neural system and trains the hand writing 

number identification model in the MNIST dataset. This way we can insert the 

manuscript picture and get the estimation result [23]. 

(Jia et al., 2020) analyse that Handwritten identification of the character of our lives 

was widely used. The existing handwriting method is machine-based and cannot 

recognize high-definition text. This research provides a new improved handwritten 

technique of repairing the neural network, which includes the addition of a Batch 

Normalization Layer and residual network structure to the overall convolutional 



Chapter 2  Literature Review  

21 

neural network, as well as a multi-scale classification algorithm. The test sample has a 

greater detection rate. Keras created an upgraded convolutional neural network for the 

computer in order to train the EMNIST data set and obtain the model [24]. 

(Hamida et al., 2020) analyse that A significant number of operating uses have the 

automatic identification of handwritten Arabian words in the field of science. 

However, due to the difficulty of the structure of Arabic language the solution to the 

problems of cursive recognition of handwriting is still difficult. In this analysis, we 

use an IFN/ENIT database of Arabic words describing the names of Tunisia's cities to 

build and implement an offline, written word recognition system. The cantered 

gradient descriptor and a Gabor movie have been used for function extraction and the 

KNN as a classificatory in two types of descriptors. Samples derived from IFN/ENIT 

database are being analysed [25]. 

(Dey et al., 2020) analyse that Handwritten Digit or digit identification in various 

platforms and applications plays an important role. A new technique is proposed here 

to recognize offline handwritten digital images based on a string-editing distance 

algorithm. The recognition method attempts to build up the string of each digit, and 

then predicts the digit class by contrasting the test string with the current string. The 

lower the editing gap, the greater the probability of resemblance between the two-

digit strings. This system has been tested by some digit databases and a number of 

multi-data sets were developed to evaluate efficiency of the model. So, the device can 

be trained and checked by a dataset. The excellence for the robustness of the predicted 

system is illustrated by four types of data sets. In certain cases, the recognition 

method has very fewer exercise samples from a certain dataset, but several samples 

from a certain dataset have been checked. Tabled as well as a pictographic version 

display the effects of these experiments [26]. 

(Jinze et al., 2020) analyse that Image identification is also widely used in machine 

vision. Digital recognition is commonly used as a form of image recognition. Today, 

digitally recognized online image recognition is highly advanced, but offline 

recognition technology is not. This paper presents a handwritten automated offline 

recognition method based on neural networks. As a workout sample, the device uses 

the MINST dataset and transforms the image with the Opencv package. LeNet-5 then 

extracts the handwritten digital image function, converges it over and over, and draws 
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the results into a single-dimensional vector in the convolutions neural network. And 

the highest likelihood of deciding the outcome to achieve manual digit identification 

with the linear regression is finally found. The use of this method will improve 

efficiency considerably and increase work performance, that in many sectors is 

extremely significant [27]. 

(Najwa et al., 2020) analyse that Applications in several different fields are 

distinguished by automated handwriting reconnaissance. It is a difficult problem 

which in the past three decades has attracted a lot of interest. The research focused on 

the recognition of the handwriting of Latin languages. Fewer Arabic language studies 

have been carried out. This paper introduces a new database of Arabic 

paragraphs written by children aged 7–12 and called Hijja exclusively. Our dataset 

includes 47,434 characters of 591 members. We also suggest a handwriting automated 

model for recognition based on convolutional neural networks (CNN). We train both 

our Hijja model and the Arabic Dataset of Handwritten Characters (AHCD). The 

findings of our study indicate that our achievements in the AHCD and Hijja datasets 

are promising and meet precision of 97 and 88%, respectively, which outperforms 

other literary models [28]. 

(Zouari et al., 2020) analyse that the online handwriting recognition problem based on 

the principle of enhancement learning. The handwritten trajectory is split into strokes, 

and their conceptual and numeric characteristics have been taken into consideration, 

based on graphical code and beta-ellipsis. The environments have been trained with 

tabular q-learning algorithms to determine optimal satellite-to-action values for each 

handwritten class. The proposed model has been analysed on LMCA and provided 

very positive results for the systemic and parametric images [29]. 

(Zhang et al., 2020) analyse the Deep learning plate recognition, a form of neural 

networks of image classification. Improved Convolutional-Neural-Network (CNN) 

for recognition of license plates is used to detect accuracy and identification speed. 

The results of the experiment show that applying neural networks in image 

classification can effectively increase the license plate recognition rate in different 

conditions, such as pollution, inadequate lighting etc. With the broad training 

character collection, this recognition rate is increased. The higher the identification 

rate the more character shapes are included in the character selection [30].  
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(Shatvawi et al., 2020) analyse that A multi-stage online, handwriting, holistic 

Handwritten arabic recognition system using a Local Binary Pattern (LBP) 

methodology, with two machine-learning approaches; (ANN). The Leverberg-

Marquardt (LM), Scaled Conjugate Gradient (SCG) and Bayesian Regularization 

(BR) methods have been used to evaluate ANN efficiency. The classification results 

of the suggested model were compared and reviewed with the results obtained using 

the Discrete Cosine Transform and the Master Portion Analysis methods of the two 

Arabic Text Recognition Models (ATRSs), using various normalization size Arabic 

Text Images. The results of the classification of the proposed model are promising 

and better than the results of the comparison model tested. The best accuracy of the 

proposed model classification (97.46 and 94.92%) is achieved by the quadratic 

Classification technique and BR ANN training techniques [31]. 

(Nikitha et al., 2020) analyse the Handwritten identification of HTR domain text. 

While numerous research methodology for HTR are available, the accuracy of HTR 

systems needs to be further improved. This document is part of the Deep Learning 

algorithm implementation for the HTR system. We will first collect data for training 

handwritten texts, then extract features from text datasets and train models using the 

Deep Learning technique. In this work, we will apply the approach to better grasp 

these features in terms of words. The model created with the deep LSTM model has 

great precision. Finally, the HTR system is integrated with the OCR system, and the 

results are presented in this paper. This method is also included. In this paper, two 

methods on handwritten IAM data have been compared and observed that 2DLSTM is 

a different approach [32]. 

(Bassam et al., 2020) analyse that the Issue of Arabic number recognition using a 

single sensor camera. When a digital image is shown, numerical data can be captured 

by optical character recognition. But with the Arabic Handwritten numbers, there was 

little success. This research aims to solve this limitation and creates a skeleton-based 

image recognition system. Only hand-written Arabic numbers use the suggested 

solution. Even numbers reported in the worst situations, the output results show the 

success of the proposed method of optical character recognition. The device proposed 

produces a 99.3 percent recognition rate [33].  
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(Husnain et al., 2020) analyse research field with handwritten text recognition in Urdu 

language. In these fascinating and difficult areas, substantial progress has been made 

in recent years. In this study, the authors presented in the Nastaliq fonts from 2004 to 

2019 a systematic study for some handwritten, offline text recognition systems for 

Urdu scripts. The following features make a valuable and special contribution to 

reviews of the same kind:  

(i)their analysis classifies the current studies based on the types of handwritten 

recognition systems used in Urdu text,  

(ii) covers a somewhat different perspective of the Urdu handwritten text recognition 

method at different levels. 

Using Urdu handwritten text recognition methods, major problems and challenges are 

finally addressed in depth [34]. 

(Sharma et al., 2020) analyse that the advances in computing and technology have 

become popular with the digitizing of press printed or handwritten text documents. 

The people have tried to simplify their jobs by substituting machines for themselves. 

The transition from manual to automation contributed to many fields of research and 

text detection. Deep learning and neural network models have proven very suitable 

for the identification of optical character. This thesis addressed in greater detail an up-

to-date description of four mask learning systems and profound learning architectures, 

i.e., vector support machines, neural artificial networks, Naive Bayes and 

Convolutional neural network [35]. 

(Nikitha et al., 2020) analyse that Handwritten and HTR-domain identification of text. 

Although there are several testing methods available for HTR, the precision of the 

HTR systems still needs to be improved. This paper leads to the implementation of 

the HTR system Deep Learning algorithm. First, the data for training the manuscript 

text is gathered, and then features are extracted from the text datasets and the Deep 

Learning approach is used to train the model. In order to increase the precision of our 

character identification, we'll make use of this technique. The pre-installed model uses 

a deep LSTM model and is very accurate. Lastly, the OCR framework is combined 

with the HTR technique, and the outcomes are compared in this article. 
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(Thangamariappan et al., 2020) analyse that Deep learning is the most effective 

technology for the next generation of ML. The outcome of the written recognition by 

means of deep learning is provided in this article. Every person's handwriting is 

special. The handwriting is also different from person to person. Handwritten 

identification in two forms is possible. One is handwritten recognition online and 

another is handwriting identification offline. On-line handwritten identification device 

that receives the feedback on time and offline handwritten identification on scanned 

images. Handwritten offline is the most difficult handwritten to find. For this 

manually-written digit recovery method, the MNIST data set contains 70,000 

handwritten numbers. There are a large number of machines learning algorithm which 

can be used for this digit. This article analyzes the accuracy and efficiency of 

Convolutional Neural Networks algorithms. With absolute precision, the proposed 

solution recognizes 93% [37]. 

(Vinjit et al., 2020) analyse Handwritten Character Recognition is submitted in detail. 

Any of human characteristics are specific to persons such as iris, fingerprint, DNA, 

etc. Handwriting is one of those features which for every human being is different and 

has been scientifically confirmed. In Handwritten Recognition of the Character 

(HCR), the job is to recognize the people's characters and turn them into textual 

content. HCR is an environment in which a great deal of research is done but space 

for improved accuracy and efficiency is still available. In today's world, the 

digitization of manually written text is very beneficial because it makes data available 

conveniently anywhere. Computerized text can be used in industrial applications, and 

in contrast with manual text, is safer and environmentally friendly. This analysis will 

provide some insight into different methodologies, their benefits, limits and accuracy 

rate used so far in this area [38]. 

(Alrehali et al., 2020) analyse that The Islamic tradition is rich in Arab texts, which 

contains important Islamic theoretical concepts. These manuscripts are however 

difficult to read and must be translated into a publishable type. This paper thus 

proposes a system in which the text in the photographs of these manuscripts can be 

recognized and translated into a readable text that could be copied and preserved for 

further use. The key steps on our Algorithms are: 1) to improve the image; 2) to 

divide the image into outlines and plotlines; 3) to create an Arabic Character 

dataset;4) to recognize text; (classification). We apply CNN to three generated data 
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sets in the classification stage and provide a precision ranging from 74.28 percent to 

88.20 percent [39]. 

(Ahmed et al., 2020) analyse that Numeral recognition for image processing and 

computer vision, comprehension of documents and other aspects is a significant 

preliminary step. Since the last few years, deep learning numerical recognition models 

have become extremely popular with researchers around the world. Several CNN-

based frameworks were proposed and all of them were numerically recognized with 

state-of-the-art results. In this document we analysed handwritten Arabic digital 

recognition architectures based on CNN. We have also established a manuscript 

Arabic numeral database using multiple morphological procedures on an entire 

database, which increases the dataframe size from 3000 to 72 000 images. A shift in 

the architecture previously proposed by CNN brought us 98.91% precision and 

99.76% of the architecture we proposed were compared to the latest findings found in 

handwritten Arabic number identification [40]. 

(Srinilta et al., 2020) analyse some commonalities and variations in written languages. 

Identifying one language will help to understand more. While labelling data in Thai 

handwriting text categorization problem domain is minimal, multi-task education is 

chosen as a solution to the issue in our research. The multipurpose model is educated 

in written scripts from Thai, Latin and Devanagari. The model consists of three strata 

using the CNN, the CNR, and the connectionist time grading respectively. The 

framework consists of three strata. Accuracies in identification was compared to three 

separate existing datasets. Multi-task learning greatly increases the efficiency of Thai 

manuscript text recognition. Multi-language learning makes the model more general 

when trained with broad data sets [41]. 

Studying 135 persons, Jemimah et al. (2019) found that the most common camouflage 

strategy used by writers to alter their work includes marketing and uncomfortable hand-

printing as well as a variety of other techniques. Just 8 individuals out of 135 used 

tiresome hands to cover their faces in the event of unusual masks. Unexpected 

handwriting was equally unlike normal handwriting. Many writers seem to be adopting 

this method, but few have used it improperly because they struggled to write hands 

uncustomed. Each function measured the frequency of the shift occurrence. The results 
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showed that disguise is untrustworthy or efficient. Elements such as modification or 

substitution were mainly used to change and impact the text picture [42]. 

An analysis of 4000 specimens published to the right and left (Kalita et al., 2019) was 

conducted. Both subjects have completed their punishment for falsifying data. 9 

percent of ordinary left write and opposite hand writings differ from usual write-up to 

flat top r, d, l, or other looped letters; vertical slant, perfect or bizarre tremor, open 

base T and d, t-bar crossing, abrupt lateral movement; very little ability to do the job. 

It has been noted that uncomforted writing at the roots can be found if significant 

variations are carefully calculated [43]. 

(Cilia et al., 2019) examine the strokes of the writers, particularly the left-hand 

authors who hold the pictures on the left side of lines and explain some traits such as 

colon I and other punching dots that generate shapes such as bowls or curving 

vertically as the authors quickly write. T-bar indicates that the wing author used just 

finger movement with the base of his hand inflexible. As the left-hand crosses, the 

hand is free to take a stride forward as the t moves from left to right. When writing 

over previously written lines, hand, smear trends can arise. As the hand moves down 

to the next line of writing, metal impressions from the hand base are transmitted to the 

page [44]. 

Handwritten text recognition in the field of Optical Character Recognition remains an 

open research topic. In this article, the implementation of handwritten recognition 

systems is proposed as an effective solution. This paper uses a supervised learning 

approach to the use of the 3 layer Artificial Neural Network. Therefore bit map 

description of input samples is used as the feature vector to select the best feature 

vectors for the accuracy of any text recognition device. First, the function vectors are 

pre-processed and presented with the produced condition affects to the ANN, which 

are generated on the basis of input samples. In order to ensure the general application 

of the method against new inputs, 55 samples are used as an ANN training process for 

each English alphabet. This paper uses two different study algorithms. In order to 

handle multiple character inputs in a single picture, tilt image and rotated image, 

additional image processing algorithms are also developed. Picture processing may be 

a machine vision manipulation of the images. There are a variety of strategies to 

modify images with the event of technology. In many fields, text recognition has an 



Chapter 2  Literature Review  

28 

enormous function. But such a job on a computer is hard to try. We must train the 

machine to recognize the text. The acquisition, removal of features, classification, and 

identification of character includes many stages. Hand-writing identification is a 

machine's ability to obtain and interpret hand-written data from external sources such 

as photographs. The main objective of this project is to design a framework that can 

recognize effectively the actual character of the artificial neural format. Neural 

computing can be a relatively new area and thus style elements are less well defined 

than other interfaces. Neural machines use parallel data. A neural machine is run in a 

somewhat different way from the running of a normal computer. Neural computers 

are educated and not programmed apparently. To compare the data provided to the 

trained system and to supply the user with appropriate output text. A handwriting 

recognition system is able to format, divide properly into characters, and identify the 

most probable words. The automatic transformation of the text into letter coding in an 

image that is used in computer and document applications includes offline 

handwriting recognition. The knowledge received by this way is regarded as a static 

handwriting image. One significant feature of hand-writing recognition is that there is 

no control &bit greyscale on a high-quality flatbed scanner in such areas because the 

photographs were scanned at 300 pixels/ins as bank checks and postal addresses. Data 

about the writers, instrument of writing or style of writing. For instance, a live mail 

was scanned in a postal office. So, the handwritten word of this subject can be 

produced by a felt tip pen and the samples prepared have no idea that isolated or 

overlapping characters for algorithm investigation can be used so that the subject-bias 

problem can be removed. The text can be selected or overlapped. Fragments or 

phrases that are entirely cursive. The database provided here is also able to provide 

different levels of clarification, ranging from very slow to very clean, which are 

clearly specified training. These and examinations, however, are carried out. 

Approximately 10 per cent of the samples available where problems are always 

balanced by the restriction of random selections of the input terms and placed in 

the test collection. The rest of the vocabulary was fixed. A full OCR solution must 

also provide handwritten text recognition support in pictures. This illustrates the 

need to investigate the field of the construction of handwriting recognition systems 

for several languages and scripts. Many of the recently offline handwritten 

recognition software have introduced line-level identification strategies that 

combine convolutionary neural networks and recurrent long-term memory neural 
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networks trained with temporal classification links for feature recovery. Similarly, 

in comparison with conventional methods, these profound learning techniques, 

guided by database, learn features directly from the training data. Although the 

handwriting accuracy of public criteria has significantly improved, it can be 

challenging to scale these methods to promote the promotion of new domains or 

new language due to the expense and complexity of collecting and marking a vast 

range of handwritten linen image training data [45]. 

Handwritten recognition (HR) in the area of pattern recognition is a daunting 

challenge. Because in this world every person has his own way of writing. For in-

house applications, such as translating handwritten material into digital format, 

authenticating signatures, and number plate identification, this type of recognition is 

required. This recognition has been introduced using a range of computer training 

techniques such as Random Forest, Naive Bays, Vector Support Machine, CNN, etc. 

Precision and precision in hand-written digital recognition applications are mostly 

important. In real-time applications, even a 1% error may lead to incorrect results. In 

many fields, text recognition has an enormous function. But such a job on a computer 

is hard to try. We have to direct the machine in order to understand the text. The 

acquisition, feature elimination, classification, and recognition of the character 

requires many steps. Writing acknowledgment is the machine's ability to obtain and 

interpret written data from an outside source such as an image. The main objective of 

this project is to design a framework which can recognize efficiently the current 

format character of a neural network. Neural computers may be a relatively new area 

and thus style elements are less well defined than other architectures. Neural 

computers are parallel to the implementation of data. A neural machine is run quite 

differently from a normal computer. The computer is managed. Neural computers are 

educated and do not appear programmed. To compare the data with the trained 

framework and provide the user with the appropriate output text. A handwriting 

recognition system is used to format, classify the text correctly and find the most 

probable words. The automatic transformation of the text into letter coding in an 

image that is used in computer and document applications includes 

offline handwritten recognition. The knowledge collected in this way is regarded as a 

static manuscript representation [46]. 
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2.2. Ambidextrous Persons Handwritten Text 

The additional analysis would discuss the research aims, the processing of data and 

the refining of subjects that could be deducted without exploratory research. 

Exploration requires qualitative analysis to clarify the exact nature of the problems. 

The problem of hand-written numeral acknowledgment has been studied widely over 

recent years and a large range of representative techniques and algorithms have been 

developed. However, identification of manuscript numbers remains a challenge for us. 

Ambidextrous Individual manuscript numeral recognition varies from user to user due 

to the considerable variation in the dimension, translation, stroke thickness, rotation 

and deformation of the numeral picture due to handwritten numerals. A database with 

all usual samples of unconstrained numerals cannot be built. Various methods have 

been suggested to extract character recognition from the feature. Handwritten digital 

recognition is an active research field for applications and pattern classifications in 

optical character recognition. Handwriting recognitions are known to be offline 

recognition of handwriting and online recognition of handwriting. Although writing 

through the touchpad with the stylus pen is recognized, handwriting is also called 

online handwriting recognition. In this case, the handwriting is scanned and the 

machine recognizes it as offline handwritten text. 

(Geetha et al., 2021) analyse that Automatic text recognition system may be an 

essential part of the development, digitizing and processing of current paper papers in 

the next few days, of a paperless world. Many researchers have thoroughly studied 

handwriting recognition using deep learning techniques. The large amount of data, as 

well as a number of algorithmic advances, makes deep neural networks simpler to 

train. Various strategies for identifying text from handcrafted documents have been 

initiated in the literature. This paper presents a model of the deep neural networks 

using a sequence-to-sequence (seq2SeQ) method for hybrid hand-written text 

recognition (H2TR) [47].  

(Kaur et al., 2021) analyse that the detection, classification and modification of 

optical symbols / patterns found on a digital image include optical character 

recognition. Online printed report, offline as well as handwribed documents may be 

the object of recognition. Many tasks, such as mailing addresses, bank checks, 

verification of vehicle plate, etc., require the processing of OCR systems quickly. 
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Segmentation, extraction of characteristics, grading techniques are important for the 

identification of character. There are various phases of the OCR which enable text to 

be effectively processed, such as data filtering, position segmentation, pre-processing 

and differentiation. ANN can be used for effective machine processing for enormous 

data in the training phase. Handwritten text recognition is an active research area. 

Different techniques involved with the OCR and its constraints and the accuracy rate 

of ANN-based approaches are discussed [48]. 

(Harmandeep et al., 2021) analyse that The identification of off-line written words 

takes an imperative role in the field of study and recognition of documents. A 

technique to recognize offline handwritten gurumuki words is defined in this article. 

The method proposed includes a comprehensive approach to identify a word in which 

a word itself is treated as a specific object. Thus, without any clear segmentation, the 

term is remembered. Some elements, e.g. zoning, diagonal features, intersection and 

open end point characteristics are considered to derive from the terms images the 

desirable characteristics. For recognition purposes are used the techniques for 

classification such as the k-Nearest Neighbor (k-NN) Support Vector Machine (SVM) 

and Random Forest Classificatory. The qualified majority system of all the 

classification classifications and an ensemble algorithm is designed to improve 

machine efficiency. The algorithm of AdaBoost is used. The data database contains 

1,00,000 examples of 100 distinct city names handwriting in Gurumukhi. AdaBoost 

methodology has recorded maximum accuracy of 88.78 percent, and results obtained 

are comparable to the latest results [49]. 

(Sethy et al., 2020) analyse that Different ML algorithms have made the character 

recognition possible. And it was known as one of the most difficult pattern 

recognition segments. Offline manuscripts are the most difficult of all characters as 

opposed to typed ones in the above sense. Despite different algorithms used on 

different handwritten texts, more feasibility solutions and a high recognition rate can 

be achieved. We concentrated here on Odia and Bangla scripts, handwritten numerals. 

In order to address the manual ambiguities, the Convolutionary Neural Network has 

been used to tackle [50].  

(Zeng et al., 2020) analyse that the hybrid model employs the salient characteristics of 

the neural network (CNN) and the long-term memory network (RNN) (LSTM). Using 
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CNN, the functionality of the handwritten image is extracted. The characteristics 

extracted are subsequently modelled using a sequence-to-sequence method and fed to 

RNN–LSTM for visual features encoding and decoding of the string of symbols 

available in the manuscript. IAM and RIMES manuscript databases evaluate the 

proposed model, which display competitive letter consistency and word accuracy 

performance [51]. 

(Neto et al., 2020) analyse that Handwritten Text The acknowledgment has taken a 

great deal of attention among computer vision researchers. Present state-of-the-art 

approaches for HTR offline are focused on the excellence of CNNs in text scenes. 

Deep models including CRNNs and recurrent neural networks, which are commonly 

found in scanned documents, are sadly likely to encounter grade problems when 

processing large text images. In addition, they usually contain millions of parameters 

requiring large quantities of information and computing resources. A new class of ML 

algorithm known as Gated Convolutionary Networks recently has shown potential for 

complementing CRNN modelling methods. This paper therefore introduces a new 

HTR design, based on Gated-CNN, with less parameters and less layers that can 

circumvent modern HTR architectures. The experiment confirms that the model 

proposed has clinically important recognition effects, beating the previous HTR 

systems of 5 relevant manually reported benchmarks by an average of 33 per cent. In 

addition, even in the event of little training data, the proposed model will achieve 

satisfactory recognition rates [52]. 

(Dai et al., 2019) analyse that Handwritten text recognition is still an open topic for 

study in the field of recognition of optical character (OCR). This paper provides an 

important approach to developing handwritten method of text recognition. This study 

uses a supervised learning approach to use the 3-layer Artificial Neural Network 

(ANN). Therefore, bitmap description of input samples is used as feature vector for 

selecting highly optimal feature vectors for the accuracy of any text recognition 

device. The feature-specific vectors are normalized first, and added to the ANN 

including the produced target vectors. In order to ensure a general application of the 

systems against new inputs, 55 samples of each English alphabet are used as an ANN 

training process. This paper uses two different study algorithms. In order to address 

various characters, input in an image, twist and rotate image, added image processing 
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algorithms are created. The qualified method gives the unseen picture an average 

accuracy of over 95% [53]. 

(Ingle el al., 2019) analyse that the emphasis is on the development of state-of-the-art 

designs for line identification on small businesses, through handwritten arabic 

recognition systems. But it raises new challenges to add HTR functionality to the 

broad multilingual OCR system. Three problems in the construction of such systems: 

data, efficiency and integration are addressed here. First of all, collecting sufficiently 

established training data has been one of the greatest challenges. We solve the 

problem through using online manual data obtained for an online handwriting 

recognition system in huge quantity. We are describing our pipeline for image data 

creation and studying how HTR models can be created using online data. We 

demonstrate that the data dramatically improve models in the condition that only a 

limited number of real pictures, typically for HTR models, are available. It helps us to 

endorse a new script at a much lower cost. Secondly, we suggest a model for line 

identification based on the non-recurring neural networks. With LSTM models, the 

model achieve comparable precision while improving parallelism in education and 

lecture. Finally, we demonstrate a clear way to combine HTR models with OCR. It is 

a solution for transforming HTR into a large-scale OCR scheme [54]. 

(Rabhi et al., 2019) analyse that an initial handwriting recognition system for offline. 

Our method of recognition is based on the Sequence-to-Sequence model with the 

LSTM encoder for temporal order recovery from offline handwriting. Temporary 

manual recovery consists of two components, which retrieve functions using an 

encoded LSTM (CNN), and decode the encoded vectors to create temporary 

information using the BLSTM. Time Recovery is a handwriting operation. We 

perform a sampling operation to achieve a human-like velocity by taking trajectory 

curvatures into account [55]. 

(Rajalakshmi et al., 2019) analyse that Handwritten identification of documents is a 

difficult task in the area of recognition of patterns. It has a variety of apps where 

words, alphabets, numbers and other characters are known as mandates. This analysis 

paper focuses principally on the handwritten text recognition method based on the 

Convolutional Neural Network. Handwritten identification is basically divided into 

two kinds: online and offline. The problem with this method is that the manuscript 
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types written by various authors are very diverse. This character is efficiently 

recognized and defined by the system. The scope of this analysis document is to 

reflect the merits and drawbacks of the various techniques employed in designing the 

recognition method. This paper definitively assists the researcher in creating a new 

methodology with good architecture and climate in order to deliver more precision 

and less failure rates [56].  

According to (Chen et al., 2018), the Ambidextrous Persons problem of handwritten 

digit recognition has been an open problem in the field of pattern categorization for a 

long time. Multiple studies have demonstrated that neural networks excel at data 

classification. This paper's primary purpose is to develop efficient and trustworthy 

strategies for the recognition of handwritten numerals by comparing existing 

classification models. This study examines the performance of NN, RF, DT K-Nearest 

Neighbor (KNNand Bagging with gradient boost [57] ML classifier models. 

(Kaur et al., 2020) determine that the K-NN classifier outperforms the Neural 

Network in analyzing the writing of ambidextrous individuals with significantly better 

computing economy and without sacrificing performance. Both of these classifiers 

outperformed DT, RF and Bagging with gradient boost. We also noticed that the 

accuracy of the classifier improves as the amount of training data increases. K-NN 

reaches a processing speed that is nearly 10 times faster than Neural Network, while 

having an accuracy rate of 96.7 percent compared to 96.8 percent for Neural Network. 

The data reported in this paper reveals that when employed as a classification 

algorithm in offline handwritten digit recognition [58], K-NN paired with pre-

processing methods is capable of outperforming Neural Network. 

According to (Nair et al., 2018), Convolutional Neural Network has demonstrated 

exceptional performance in the classification of image-based representations of 

Ambidextrous Persons writing. Recurrent Neural Network (RNN) or its derivatives, 

LSTM and GRU layers have also been used in conjunction with them to analyze 

sequences in handwriting recognition, phrase analysis and other applications. Most of 

the time, CNNs work as feature extractors rather than low-level, manually constructed 

features for categorization jobs like the ones outlined above. For the Washington and 

Moore dataset, we describe a technique that uses weights from layers trained on the 

IAM offline handwritten dataset to build a mid-level picture representation for text. 
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We show that the transferred representation is capable of capturing a spatio-temporal 

representation despite differences in writing style and fonts across datasets, leading to 

significantly improved recognition results. When testing the model with a variety of 

sample sizes for fine tuning, we find encouraging findings that support our hypothesis 

that performance is not primarily dependent on the sample size[59]. 

(Mania et al., 2018) determine that Ambidextrous Persons have been an intriguing 

development in ML during the past decade. In fact, rising computer processing capacity 

has enhanced recognition systems' analytical capacities. They have developed a new 

method based on the integration of two deep neural networks for Offline Arabic 

handwriting recognition. There are three layers of classification: a Convolutional Neural 

Network, a Bidirectional Long Short-Term Memory (BLSTM), and a Connectionist 

Temporal Classification (CTC). We used an IFN/ENIT database that has been enhanced 

through the use of data augmentation techniques to test our model. Performance is 

enhanced by the use of a hybrid architecture. It outperforms both manually built and 

automatically extracted features-based techniques and models. According to the 

findings of the trial, the rate of recognition is 92.21 percent [60]. 

According to (Korichi et al., 2018), researchers' interest in ambidextrous handwriting 

recognition has increased. Due to the underlying peculiarities of the Arabic language, 

Arabic handwriting recognition is one of the most difficult research areas in this 

discipline. Despite the recent increase in research, there is still more to be done. In 

this research, we present a method for recognizing Arabic handwriting based on a 

Multi-scale Local Phase Quantization descriptor. NV, SVM, and K-NN classifiers are 

used at the decision level in order to increase the recognition rate. In order to conduct 

tests, we have created a new database that compiles computer science concepts. 

Experimental results presented at the end of the paper confirm the efficacy of the 

suggested strategy and indicate promising outcomes [61]. 

(Chowdhury et al., 2018) conclude that Ambidextrous Persons are better at 

multitasking. Businesses aiming to digitize large volumes of hand-marked scanned 

documents have a huge hurdle when it comes to offline handwritten text recognition 

from pictures. Recurrent models like Multi-dimensional LSTMs outperform standard 

HMM-based approaches, which suffer from the Markov assumption and lack the 

representational capability of RNNs, according to research. In order to map an image 
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to a series of characters corresponding to the text in the image, we present in this 

research a novel technique that combines a deep convolutional network with a 

recurrent encoder-decoder network. With Focal Loss, an improvement on the standard 

Cross-Entropy loss, text recognition models can be taught to overcome the inherent 

class imbalance problem. The Beam Search approach is used to find the ideal 

sequence based on the joint distribution of individual characters to improve the 

model's decoding capacity. Due to the downsampled input, our model is both memory 

and computationally efficient as a result. The experimental results were compared to 

two publicly available datasets: IAM and RIMES. 3.5 percent and 1.1 percent, 

respectively, of the assessment set of both datasets, surpass the current state of the art 

in word-level accuracy [62]. 

(Vaidya et al., 2018) analyze a unique strategy for offline handwritten character 

detection in Ambidextrous Persons using deep neural networks. The availability of 

vast amounts of data and the emergence of numerous algorithmic advancements have 

made it simpler to train deep neural networks in the contemporary world. Due to the 

availability of GPUs and other cloud-based services such as Google Cloud Platform 

and Amazon Web Services, the amount of processing power required to train a neural 

network has skyrocketed. We have built a handwritten character recognition system 

based on image segmentation. In our system, OpenCV is used for image processing, 

while TensorFlow is used for neural network training. This system was constructed 

using the Python programming language [63]. 

(Wang et al., 2018) analyse that an Ambidextrous Persons efficient segmentation-free 

approach for the recognition of Chinese text by means of a hybrid neural network 

hidden Markov model. The handwritten Chinese txt file is consecutively modelled on 

HMMs with one character class each within the general Bayesian system, while the 

NN-based classificatory is used to measure the later likelihood of all HMM states. 

Check the effectiveness of the NN-HMM system for offline HCTR in order to 

thoroughly explore the key issues in function elimination, character modelling and 

language modelling. Second, the deep traditional architecture of the neuronal network 

with a well-built extractor is being studied. For the exercise, forced alignment and 

sequence preparation may lead to substantial advantages, in addition to the cross-

entropy criterion at the Frame-Level. Secondly, a deep convolutionary neural network 

with taught automatic discriminatory features reveals its superiority to DNN in HMM. 
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Further, the N NN classificatory should generate 19900 HMM as classification unit 

through a high-resolution modelling within each character, in order to solve the 

difficult problem of separating very confusing classes due to the broad vocabulary for 

Chinese characters. DNN-HMM provided a guarantee of a 5.24%-character error rate 

with a good deal between computational complexity and recognition accuracy on the 

ICDAR 2013 competition challenge for the CASIA-HWDB database. DCNN-HMM 

can hit a best published 3.53 percent CER, as far as we are aware [64]. 

(Elleuch et al., 2017) analyse that Despite its maturity, ambidextrous persons 

handwriting recognition still poses so many research issues which are an obstacle for 

the Arabic Script. We discuss help of Arabic Handwritten Script recognition vector 

machines in this paper. The method proposed takes the manufactured function as 

input to a monitored algorithm of learning. Descriptor of directed gradients is used as 

built feature to extract functional vectors from textual images. The RBF Kernel Multi-

class SVM has been selected and reviewed in the IFN/ENIT Arabic Handwritten 

Database. The function extraction method's efficiency is comparable to Gabor filter 

and demonstrates the efficacy of the HOG descriptor. We present results for 

simulation so that we can show that the proposed system-based SVM classification 

works correctly [65]. 

(Sharma et al., 2017) analyse that Recognition for the character of ambidextrous 

individuals is a technique of detecting and identification of alphanumeric characters 

from the input images. For the identification of character, OCR by combining matrix, 

fugitive logic are several available. In this paper, deep learning principles are 

employed to create an effective character identification algorithm. The character 

segmentation network is created by different extraction methods. The classification 

proposed gives high precision than the current methods and is ideal for use with high 

precision end-to-end systems [66]. 

(Yahia et al., 2017) analyse that a new system for online graphics graphic 

identification of Ambidextrous persons Arabic handwritten. We work primarily on the 

usefulness of the beta-elliptical model for segmenting and extracting characteristics to 

identify online handwriting. Our approach is indeed to decompose the input signal 

into a continuous part of a pseudo phrase called graphs based on an alpha model. The 

segments are then represented in the mixture of geometric characteristics and the 



Chapter 2  Literature Review  

38 

modelling of trajectories. The performance of the features considered was assessed 

using the neural feed classifier. The efficiency of the proposed method is shown by 

experimental results using ADAB benchmarking [67]. 

(Subhi et al., 2017) analyse that the Ambidextrous people Arabic is one of the key 

languages that receives little attention from Arab researchers and international 

researchers in particular. In comparison to dealing with Latin, Japanese or Chinese 

character identification, the identification of the Arabic character is considered to be 

one of the most difficult problems due to the very cursive nature of the written Arabic 

script. In this paper, we proposed an Arabic off-line handwritten device of isolated 

detection, a backbone artificial neural spreading network, which was based on new 

methods of extraction. CENPARMI data base implements and checks the work 

presented. 96.14 percent was reached with competitive precision of identification. 

This result encourages us and other scientists in this area using the extraction methods 

we have used for other Arabic types in this study [68]. 

Handwritten text identification is the duty to transcribe manuscripts into digital text. 

This is a technology which is very important in today's world. We have focused on 

writing messages through our own hands, which may result in mistakes, before the 

correct implementation of this technology. Physical data cannot be saved and 

processed easily. Owing to the traditional way of storing records, data have been 

severely lost throughout history. Modern technology allows people to purchase data 

on computers, which allows them to easily store, organize and access data. If the 

handwritten text recognition program is used, the usually saved data is easier to store 

and access. In addition, it offers greater data protection. Writing appreciation is a 

daunting job for many reasons. For many reasons. The main explanation is that 

numerous people have different writing styles. There are also other characters such as 

capital letters, small letters, digits and special symbols, which are the secondary 

explanation. A big dataset is therefore needed to create a neural network model, 

which is nearly exact. Published text acknowledgment is split into online and offline 

acknowledgement. Therefore, geometric and temporal knowledge is accessible when 

the text to be recognized is composed. On the other side, the offline identification is 

achieved following the written text. The resulting images are processed and the text is 

captured. The neural network is trained in word-images from the IAM dataset to 

create the Handwritten Text Recognition model. Hand-written text identification was 
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possible, but their accuracy was very poor or relatively limited. The use of OCR, such 

as speech recognition, frequency radio, visioning systems, magnetic strips, bar code 

and optical mark reading, was discussed in this paper. The MNIST dataset, a 

numerical data set, is a common learning activity. Best practices for innovative neural 

networks Simard, Steinkraus and Platt have been able to examine visual materials in 

order to explain the use of neural networks (CNNs). A Paper by Pham et al. used a 

CNN 2-layer, which was applied to the Duration Short-Term Memory cells, a two-

way recurrent neuronal network. Multidimensional RNN structure applied the best 

model. Another paper on 'Processed Text Recognition' dealt with datasets and 

corrected them during pre-processing with slanted terms [69].   

Handwritten acknowledgement can be made online and offline in two ways. The 

offline is a detection system carried out after digitalisation of the numbers. On the 

other hand, an online system for recognition can hold details, like stroke, in real time. 

This is normally on a surface that is resilient to stresses and protects the stroke. The 

method of converting the digital image of handwritten text into editable text on-line is 

the identification of handwriting. Handwritten recognition is very difficult because 

there is a slight difference in writing that makes it very complex to be remembered. 

The hand-written design of a different person in size and form leads to a similar shape 

in different numerals. Features are extracted from any numeral captured in order to 

identify optical characters. In a certain class, each number has its own pattern. As can 

be seen in the identification of optical character, the research community is still in 

high demand. Previous manuscripts include directional distance, gradient-based 

characteristics, wavelet-based characteristics, pixels of distance, convex hull-based 

characteristics. Recently, Deep Learning has made further progress in identifying 

objects. However, differentiating the characteristics of different languages is not well 

understood. This includes investigation and detection of new patterns with less 

complicated algorithms which can be precisely identified for complex handwritten 

characteristics. In this article we have proposed a state-of-the-art CNN method for 

recognition of the multiple script handwritten numerals, demonstrating how 

effectively the discriminant characteristics of the original image have been tested and 

later how the high recognition rate has been replicated. We have described the 

variance character of the individual imagery at the levels of the simulations and a high 

detection rate is achieved through CNN, which is useful to construct a handwritten 
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numerals automatic detection system to overcome real-time problems. Uncontrolled 

handbooks such as cursive, block and incline, which result in huge variance in writing 

styles, overlaps and the interconnection between characters, are the major bottlenecks 

in this system. These systems have been developed to ensure high precision and 

reliability. This article summarizes numerous techniques in the handwritten method of 

recognition that can enable researchers to recognize the study gap. The future work of 

this paper is to introduce a robust technology that provides greater precision and less 

error rates [70]. 
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identified the 
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on the 
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recognition 
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on OCR 

performance 

and 
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to attain 

satisfactory 

performance. 

(Boufenar 

et al., 

2017) 

 

“Investigation 

on deep 

learning for off-

line handwritten 

Arabic character 

recognition 

using Theano 

research 

platform” 

- Handwritten 

Arabic Character  

Deep 

Convolutional 

Neural 

Network 

Authors used 

deep 

Convolutional 

neural 

network 

under Theano 

framework 

for Arabic 

handwritten 

character. 

(Dinges et 

al., 2017) 

“Automatic 

recognition of 

common Arabic 

handwritten 

words based on 

OCR and 

NGRAMS” 

- Arabic 

handwritten 

words  

Error 

correction 

module 

Authors used 

synthesis 

system to 

produce 

Arabic 

handwritten 

database. N-

gram and 

Levenstein 

distance is 
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used for error 

detection and 

correction. 

(Mouhcine 

et al., 

2018)  

“Recognition of 

cursive Arabic 

handwritten text 

using embedded 

training based 

on HMMs” 

- Recognition 

- Handwriting 

Arabic text 

- HMMs 

- Embedded 

training 

Hidden 

Markov 

Models 

Authors used 

Hidden 

Markov 

Models on 

IFN/ENIT 

benchmark 

database and 

found 

improved 

recognition. 

(Tamen et 

al., 2017) 

“An efficient 

multiple 

classifier system 

for Arabic 

handwritten 

words 

recognition” 

 

- Arabic 

handwriting 

recognition 

- Orthogonal 

moments 

- Chebyshev 

moments 

- Statistical and 

contour-based 

features  

K-NN, MLP, 

SVM & ELM 

 

Authors used 

statistical and 

counter 

features with 

Chebyshev 

Moments. 

Various 

classifiers 

like MLP, 

SVM, ELM is 

used. Authors 

found 

competitive 

results. 

(Chaouki 

et al., 

2018) 

“An artificial 

immune system 

for offline 

isolated 

handwritten 

Arabic character 
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Characters 

Supervised 

learning 

technique 

Authors used 

the artificial 

immune 

system on 
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recognition” and obtained 

93.25% 

accuracy. 

(Xiao et 

al., 2017) 

“Building fast 

and compact 

Convolutional 

neural networks 

for off-line 

handwritten 

Chinese 

character 

recognition” 

- Handwritten 

Chinese 

character 

recognition 

- CNN 

acceleration 

- CNN 

compression  

Convolutional 

neural 

network 

Authors 

proposed 

small CNN 

model with 

Adaptive 

Drop-weight 

(ADW) and 

global 

supervised 

lowrank 

expansions 

(GSLRE) and 

found 

improved 

results. 

(Luo et al., 

2018) 

“Offline 

handwritten 

Chinese 

character 

recognition 

based on new 

training 

methodology” 

- Offline 

handwritten 

Chinese 

character 

recognition 

  

Deep 

learning, Data 

generation 

and 

Centre loss 

Authors 

proposed a 

data 

generation 

method to 

enhance the 

size of the 

training 

database. 

Authors 

obtained 

97.53% 

accuracy on 

ICDAR2013 

competition 
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database. 

(Zhang et 

al., 2017) 

“Online and 

offline 

handwritten 

Chinese 

character 

recognition: A 

comprehensive 

study and new 

benchmark” 

- Handwriting 

recognition 

- Chinese 

characters 

- Online 

- Offline 

- Directional 

feature map  

Convolutional 

neural 

network & 

Adaptation 

Authors used 

a combination 

of Convent 

and domain-

oriented 

knowledge of 

direct Map on 

ICDAR-2013 

competition 

database and 

found good 

results. 

(Yang et 

al., 2016) 

“Drop Sample: 

A new training 

method to 

enhance deep 

Convolutional 

neural networks 

for large scale 

unconstrained 

handwritten 

Chinese 

character 

recognition” 

- Handwritten 

character 

recognition 

- Domain-specific 

knowledge 

Convolutional 

neural 

network & 

Deep learning 

Authors 

proposed a 

training 

method using 

CNN. They 

found a new 

state of the art 

results on 

three 

handwritten 

Chinese 

character 

dataset. 

 

Handwritten text recognition is a technique nowadays very important in this country. 

We depended on writing with our hands, which could cause errors, prior to 

implementing this technique correctly. It is difficult to effectively store and access 

physical data. Modern day technology allows people to store their data through 

computers, where data can be stored, handled and accessed far more easily. It also 

provides the data with high standards of confidentiality.  



Chapter 2  Literature Review  

46 

The Google Lens is an example of manuscript text recognition program. Hand-written 

articles are understandable to humans because we have the capacity to think. Deep 

learning and artificial intelligence may also be used to induce the machines with the 

same ability. The research that solves such a problem is called the OCR or sometimes 

called the identification of the optical character. It is a device used for translating 

electronic and image documents for machine readability into digital text. Some 

features such as the histogram of directed gradients and many techniques such as 

image recognition, character recognition, facial detection, etc. have been offered over 

the last couple of decades, which are used to extract important characteristics. OCR 

has two more forms, HCR, intelligent handwritten recognition and PCR. We need 

more power of identification because of the various handwriting types of humans. The 

writing style of the individual is always different than he writes several times.  

Furthermore, OCR is characterized by its acquisition of documentation as two forms 

of of offline and online recognition systems. The offline recognition scheme protects 

texts already written by different input methods. Whereas the writing is remembered 

simultaneously in an online recognition scheme. In creating an effective and precise, 

handwritten text recognition system deep learning will prove to be a savior for life. 

The use of deep learning in design is a key means by which computers with human 

abilities are trained. Neural networks are especially helpful to solve problems not 

defined as simple steps including such problem solving, object classification into 

various classes, mining of data and sequence prediction. Maybe pattern recognition is 

the most common use of neural networks. A different class of goal vectors and the 

corresponding input vectors are introduced to the neural network. The input can vary 

from simple data of one dimension to multiple dimensional information. After the in-

depth learning is trained using the train data, the patterns/class in the invisible data 

can be used for definition. The main purpose of this study is to build an effective, 

deep learning system for the recognition of manuscript and numbers for english 

characters. Man's intellect and learning can quickly comprehend various manuscripts.  

ML (ML) and AI will lead to the same skill in machines. A manuscript recognition 

machine is indicated so that characters can be collected and found in paper files, 

images, touch display devices and other devices and converted in device encoded 

form. The area concerned here is known as the identification of optical character 

(OCR). From late on the digitisation of the top to bottom of the books and documents 
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that existed before digital media was commonly used has generated excitement. For 

different activities, digitized text can be processed quickly and operations such as 

search and sorting are easier to do. OCR can be divided into two types - handwritten 

recognition of character (HCR) and typed recognition of character (PCR). PCR is 

relatively easily compared to HCR as the number of printable fonts (such as Calibri, 

Algerian, etc.) is much smaller than the number of numerous, highly diverse 

handwritings. In the categories of Offline Recognitions and web recognition HCR is 

also widely distributed. Image. 1 demonstrates the OCR device hierarchy. Online 

recognition is a mechanism that recognizes characters as users write the text in real 

time. The characters of written documents are remembered in the offline recognition. 

Off-line identification is typically used by instruments such as optical scanners or 

photographs (using the camera). For this role, different image processing and neural 

network models are widely used.  

Offline recognition is harder, less exact and has a low recognition rate because we 

have no users strokes. In the other hand, we have pen strokes of users in online 

recognition and therefore it is faster, more precise and a higher rate of recognition. 

OCR involves the pre-processing, segmentation, extracting, classifying, and 

recognizing processes. The input we give in one step is the later step output. The pre-

processing problem is about noise reduction. Lines, words and characters are 

segmented in segmentation paragraphs to allow them to be recognized correctly. Each 

character is represented in feature extraction process in the form of feature vectors 

that are its identity. After extraction, an efficient method is used to classify various 

characters, and identification is called operation. The accurate and effective technique 

and the dataset of the device banks. A thorough comparison of some research projects 

in this area is seen in this study. Based on this, it is possible to conclude with 

precision, efficiency and some other parameters for different methodologies [71].  

Handwriting recognition can be of two types, both off-line and online. In the offline 

method, the feedback is obtained by inspecting the text written mostly on paper using 

a pen/pencil in the format prescribed. The two-dimensional dimensions of successive 

points are interpreted as a function of time in an on method. The input is thus 

determined by means of transducer devices such as digital tablets or digitizers. The 

online method works in real time, but the offline solution could provide a higher 

degree of accuracy in character recognition. These devices can be used efficiently, 
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such as mail sorting, bank retrieval, document reading and offline handwriting 

recognition, in a variety of applications. Classification followed by differentiation and 

function extraction is a first step in every handwritten method of recognition. For the 

creation of the input image in the segmentation form, pre-processing is primarily 

essential. The segmentation is divided into individual characters and each character is 

then resized to the training network by m x n pixels. The selection of a suitable 

feature extraction method is the most critical factor to achieve high recognition 

efficiency. In particular for offline handwriting recognition systems, optical character 

recognition is very important. Hand-written offline identification systems vary from 

hand-written online image classification. In certain contexts it is indispensable to 

handle vast volumes of script data.  

The automation of the process of transcription of ancient documents, which takes the 

complicated and irregular nature of the writing into consideration, is one example. 

The identification of Arabic optical language is slow compared to other 

languages.  Arabic alphabet is that several characters have similar forms, but with 

different points in relation to the main character. Furthermore, in addition to being 

used in Persian, Urdu and Pashto languages, Arabic alphabet is commonly used by 

people from various countries, including all Arabic countries. Arabic hand-written 

recognition will be useful for converting many documents to electronically available 

digital format. Reading and automatically sorting mail off the envelopes, making it 

easier for blind people to read, reading customer-filled forms, automating offices, 

archived and retrieved texts and developing machines for human beings Deep 

Learning is a new ML framework for data representation. DL algorithms took the 

highest position in the field of object recognition because of their high improving 

performance [72]. 

Deep Learning is a modern ML framework for data representation learning. Thanks to 

the high-performance improvements provided, DL algorithms have taken the top 

place in the recognition object field. Convolutionary neural networks are composed of 

neural networks implemented in many areas and provide effective solutions for many 

issues where there is a variability of translation such as object recognition element 

recognition applications.  
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However, a lot of training samples are required for CNN DL solutions, and computing 

needs for the system. However, the acceleration in the development and availability of 

low cost, high-speed computer hardware, high-performance computing networks and 

software enabled the use of computer-cost technology. There are a number of Deep 

Learning frameworks. TensorFlow, which was released by Google in 2015, is one of 

the most popular libraries. It is an open-source code in the language of programming 

C++ that is very useful for GPUs. Keras, a higher-level API built over TensorFlow, is 

another simpler framework. Keras uses Python to make programming easier than 

indigenous TensorFlow codes. This paper will thus discuss the construction of a 

robust CNN DL model to solve TensorFlow/Keras AHCR problem. This technology 

is designed to efficiently outperform traditional AHCR algorithms without the need 

for feature development and very long training time [73]. 
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CHAPTER-3 

METHODOLOGY 

 

3.1 Introduction 

Character recognition is a type of a machine to understand and transmit character 

information from multiple causes such as electronic documents, photographs, 

touchpad devices, bank checks, etc. Handwritten and computer character recognition 

is an emerging research field and is widely used by banks, offices and industry. OCR 

operates in phases such as preprocessing, segmentation, detection and recognition 

through the neural network convolution. Despite the number of resources to writing 

technology, many people still tend historically to use their notes: pen and paper.  

However, the handwriting text is disadvantageous. Physical records are not easily 

stored and accessed, searched effectively and exchanged with others. So, since 

records are never converted to digital format, a lot of valuable information is lost or 

not verified. We have therefore decided to resolve that issue in our project because we 

believe that managing digital texts significantly easier than managing written text lets 

people access, scan, exchange and review their records more efficiently and also 

enables them to use the chosen writing form. The Urdu language originates from the 

Indo-European languages of the Indo-Aryan family and is one of the most famous 

languages of the subcontinent. Urdu is the main language of Pakistan that uses Urdu 

and Arabic as reading scripts. There are estimated 328.01 million official languages in 

the Arab world and 697.4 million native speakers worldwide. The writing style of the 

Sentiment analysis is right to left. However, the numbers are written from low to high. 

Urdu uses the Nastalik style to write scripts. The Nastalik script has several 

challenges in terms and design of the OCR. The OCR is one of the most effective and 

oldest problems with ML and pattern recognition.  

The goal of this project is to explore further the challenge of categorizing manual 

texts and converting manual text to digital formats. Handwritten text is a very broad 

term, and by defining for our purposes the definition of written text, we decided to 

narrow the project scope. This project is designed to classify the picture of any 
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handwritten word that may be cursive or block written. This method can be integrated 

with the algorithms to segment word images in a particular line image and to combine 

them to segment line images into a specific image in a handwritten whole page. This 

project is possible with algorithms. Our project can be turned into an end-user 

deliverable and a full-function model that will help users overcome the problem of 

translating hand-written materials into a digital format by instructing the user to take a 

picture of a section of notes. While some additional layers need to be applied to the 

top of our model to establish a fully functional end-user distribution, we assume that 

the most interesting and daunting part of this problem is the classification part, so 

instead of breaking lines in words and lines [74]. 

The next major change in high OCR precision was the use of a Hidden Markov model 

for the OCR mission. This method uses letter as a state, which allows to account for 

the meaning of the character when the next hidden variable is specified. This resulted 

in greater precision than the Naive Bayes method and the extraction technique. The 

key downside remained the manual abstraction features, which involve prior language 

comprehension and were not especially robust in terms of handwriting diversity and 

complexity. CNNs for the issue of using a sliding window to take text in the wild and 

defined text. A sliding window passes through the picture in order to find a possible 

example of a character. 

A CNN was used for classification of each character, consisting of two convolutional 

layers, two average pooling and a fully connected layer. Scan, Attend and Read: 

Handwritten Paragraph Recognition with CNN Attention is one of the leading 

documents for handwritten text recognition. The method was to take a CNN layer and 

encrypt the raw image data in a feature map for each scan path. The model will then 

concentrate on some function maps compared to others. After the attention map was 

developed, the character will be predicted by the current picture description and status 

in the decoder. This method was very new since the separation and classification 

processes were not decoupled as both were within the same paradigm.  

The classification is the method by which each character is defined and the 

appropriate class is assigned to it. Two separate approaches to character recognition 

classification will be addressed in the following pages. First theoretical recognition of 

decision-making is discussed. These methods are used to numerically describe the 
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definition of the character in a function vector. The drawback of this model is that it 

does not have a language model in which characters and terms are sequenced. It is 

entirely based on each character's visual classification without looking at the meaning 

of the word constructed. We have used handwritten images dataset. We have 

identified and analyzed many classification and regression ML algorithm. This 

section provides the theoretical and technical walkthrough of the research method 

used to construct an analytical analysis and prediction of employee dataset using 

python and ML to forecast handwritten images dataset. The collection of methods 

used to perform the investigation and estimate the accuracy and evaluates the dataset. 

It also includes the techniques used to collect data and interpret data [75]. 

Handwritten Text Recognition (HTR) means handwritten text is transcribed to digital 

text. It is a very important technology today in this country. We relied on writing texts 

with our own hands before correct implementation of this technology, which can lead 

to errors. Physical data can be hard to store and access effectively. Manual work is 

important to properly organize the data. Due to the conventional data storage system, 

significant data loss has occurred throughout history.  

Modern technology helps people to save data via devices that make it extremely easy 

to store, organize and access data. Using handwritten text recognition tools, the 

preservation and access of historically stored information is simpler. In addition, more 

data protection is given. The identification of handwriting is a difficult task for several 

reasons. The main explanation is the disparity in writing styles between different 

people. There are a number of characters including capital letters, special characters, 

digits and special symbols for the secondary purpose. This involves a broad data set to 

train a neural network model which is nearly precise. Handwritten text 

acknowledgment is split into online and offline reconnaissance.  

Therefore, geometrical and time knowledge is required when composing the text to be 

remembered. On the other hand, offline identification is carried out after writing the 

text. It collects the text and processes the resulting photos. The network was trained in 

word-images from the IAM dataset to create the Handwritten Text Reconnaissance 

(HTR) model. Artificial neural networks are used by the framework proposed 

(ANNs). Multiple layers of the CNN are trained to eliminate relevant characteristics 

from the entry image. These layers create a 1D or 2D function map that is transferred 
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to the RNN. layers. In this sequence, the RNN spreads knowledge. The output of the 

RNN is then mapped to a matrix with a score per sequence element for each character. 

Since the ANN is trained using a particular coding method, the RNN output must 

obtain the final text from a decoding algorithm. The Connectionist Temporal 

classification (CTC) operation is used for training and decoding from this matrix [76]. 

3.2 Research Philosophy 

The aim of this research is to forecast the handwritten images dataset with the use of 

classification and regression algorithms. Both qualitative and quantitative 

methodologies are utilized for the research study. Qualitative methodology is used to 

collect energy characteristics and demographics for predicting important variables as 

well as to identify factors, while I used the quantitative approach to measure the 

factors affecting energy variables and to examine the accuracy of the predictive model 

constructed for predicting retention.  

Handwritten identification can be achieved online and offline in two ways. The 

offline is a recognition device that is performed after digitalization. The online 

recognition system, on the other hand, will preserve data like stroke in real time. It is 

normally written on a surface that is sensitive to pressure that holds the stroke. The 

method of converting a digital image of the handwritten text into a computer word 

documents has been off handwriting recognition. It is also common in Andhra 

Pradesh as a southern Indian official language.  Telugu is a language of syllabics and 

is a complete syllable. Formative similarities of various characters are the challenging 

part of Indian manufactured character recognition. Hand-written identification is very 

difficult since a slight shift in writing contributes to enormous difficulty. The hand-

written style of a different person in type and size leading to different numerals leads 

to the same shape. India, which consists of 25 official languages, is a multilingual and 

multi-script country.  

Features are extracted from any numeral captured in order to identify optical 

character. In a certain class each digit has its own pattern. The demand in the research 

community is still strong, as progress in the identification of optical character. The 

earlier handwritten character recognition methods include area designated 

functionality, gradient-based characteristics, wavelet-based characteristics, pixel 



Chapter 3  Methodology 

54 

distance, convex hull-based features. Recently, the identification of objects has 

advancements with the aid of Deep Learning. To differentiate between features, 

however, different languages are not well understood. This includes the analysis and 

identification of new patterns with less complex algorithms which can reliably 

identify complex manuscript forms [76]. 

3.2.1. Research Approach 

Handwritten character recognition is the field of pattern recognition and optical 

character recognition (OCR) for the identification and recognition of characters by the 

system or by any device. Optical character identification is a method that transforms 

handwritten text to device text. This paper discusses OCR methods such as 

digitization, extraction of features, segmentation, pre-processing and recognition. 

HWCR is discussed using deep learning algorithms such as convolutional neural 

network.  

Recent HWCR techniques are analyzed for native languages and their features and 

characteristics are evaluated. Here taken the inductive approach to completing my 

research. Inductive approach is the one in which there is a systematic study of 

observation and previous research to formulate the theories and finalize trends using 

different methods and assumptions. With the advancement of the research, the 

expectations and approach to research change. A range from language recognition and 

manual character classification to machinery failure detection and medical diagnosis, 

word pattern recognitions address a wide range of functional difficulties in the 

processing of information. The acknowledgment of patterns the act of using raw data 

and taking action according to the "category" of a pattern was essential to our 

survival, and over the last decades of millions of years we have evolved highly 

complex neural and cognitive processes. The four most accepted methods for pattern 

recognition are template matching, statistical grouping, structural and syntactic 

matching and neural networks. Model matching is the simplest and earliest way of 

identifying patterns, where a two-dimensional shape or variant of the pattern is 

normal. While the pattern to be recognized is comparable to the prototype stored in all 

appropriate pose and scale changes [77].  
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3.2.2. Research Strategy 

To successfully completing the study, we have collected handwritten images dataset 

factors and attributes for predicting and analysing. Experiments were also carried out 

on processing, evaluating and predicting on the data set of deep learning algorithms 

and increasing the precision of the results of the research. A subset of ML that is often 

used for learning data representations may be called deep learning. This technology, 

which recently exploded, enhanced the cutting-edge techniques used in manipulating 

natural languages, objects etc. The deep learning figures out how a computer can 

change its input variables in each new layer from the representation in the previous 

layer by using the backpropagation algorithm. Many basic interconnected processors 

known as neurons are part of a regular neuronal network. A series of activations 

occurs in each neuron. Input neurons are triggered by sensors that sense the 

environment, while others are activated by the convolution layers of currently active 

neurons [78]. 

3.3 Deep Learning 

Deep learning techniques that execute convolutional neural networks have become 

popular resulting in an increase in significant computational facilities. Due to its 

ability to analyse a large set of images when working with large datasets, deep 

learning enables greater strength and versatility [79]. Deep learning algorithm 

transfers data through several layers and each layer is able to gradually extract 

features and passes them to the following layer. The initial layers remove low-level 

characteristics and the following layers combine functionality to form a full 

representation. In dealing with highly different functions, deep architectures of 

learning display their full potential that require the capture of a large number of 

labelled samples by shallow architectures.  

In practice the unmonitored pre training enables good widespread performance when 

the training set is of limited size by placing the network in a parameter area where the 

regulated gradient descent has less chance of decreasing in a local weight vector [80]. 

Large numbers of deep networks were used in the visual classification of data sets, 

such as handwritten numbers, object classifications, human and off robot navigations, 

as well as in sensor data for audio classification. A very fascinating approach to 
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natural language processing shows that deep architectures can carry out a multiple 

task of learning, which produces cutting-edge results on daunting tasks such as 

semantics. In Gaussian processes and time series estimation deep architectures could 

also be applied to the regression. The latter has shown promising results with the 

conditional RBM [81].  

Deep learning is part of a wider variety of approaches focused on convolutional neural 

networks with representative education. Lessons may be tracked, semi-monitored or 

unmonitored. In the areas of information vision, machine vision, speech recognition, natural 

language processing, audio recognition, social media filtering, machine translation, 

bioinformatics, medical image analysis, material inspection, and a number of fields dedicated 

to deep learning architectures such as deep neural grids, strong-reliance belief networks, 

recurring neural networks and convolutional neural networks. Deep learning adjective refers 

to the use of many network layers. Early findings indicates that a linear classifier cannot be a 

universal classifier, and that a system with a non-polynomial input layer, on the other hand, 

can be unlimitedly large in a hidden layer [82]. Deep learning is a refined adaptation that 

focuses on an infinite number of small layers, which allows functional use and optimized 

implementation, with moderate theoretical centrality. In deep learning the levels are also 

allowed to be uniform for the sake of performance, workability and understandable, hence the 

'structured' portion, and to deviate from basically informed connectionist models [83]. 

3.4. Convolution Neural Network 

Convolutional neural networks are the first instances of profound architectures which 

have successfully produced visual inputs. They are the most popular digital 

recognition process. They are seen as architectures that are biologically influenced 

and mimic the processing of "simple" and "complex" cortical cells, which extract 

information and compositions of the guidelines [84].  

Convolutional neural networks primarily aim at integrating local calculations and 

pooling. The convolutions are intended to provide an invariance in the system's 

translation since weights only rely on a spatial separation rather than on spatial 

location. The pooling allows a rather more abstract range of functionality, reflecting 

the local configuration of input data, to be created by nonlinear combinations of the 

previous levels. The network extracts and integrates local features successively by 

alternating convolution layers and pooling layers. The connectivity of the 

convolutional networks, where each unit is connected to only a small subset of the 
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previous layer in a conversion or pooling layer, permits the creation of networks up to 

7 hidden layers. A backpropagation of a bug gradient makes supervised learning easy 

to accomplish.  

On the one hand, RBM and DBN have been subject to a convolutionary framework. 

Generative pooling technique that scales well with the image size and reveals that 

middle representations in the higher layer are more abstract. On the other side, the 

unattended stage of deep learning has been used in convolutional neural networks and 

the number of labelled examples required can be reduced considerably [85]. Deep 

convolutional sparse regularization networks also have very promising results for 

complex visual object detection such as image classification.  

Deep learning is a ML tool that, in a deep architecture, combines many non- linear 

and linear activation units with a high level of data complexity. Deep learning 

technologies are now applied in a variety of applications. Self-encoding, auto-

encoding stacking, Boltzmann-restricted computers, deep faith networks, and deep-

seated neural networks are examples. Both vision systems and the field of medical 

image processing have gained importance in recent years as a result of CNN 

techniques. CNN is an evolutionarily inspired multi-layer perceptron variation. Raw 

picture pixels can also be used to identify image patterns. 

A limited pre-processing is undertaken in some cases before the image is transmitted 

to CNN. These profound networks look at small given input patches, called receptive 

fields, using neurons of multiple layers and using mutual weights in each convolution 

layer. CNN puts together three architectural concepts to ensure variation to some 

degree for size, change and distortion. This is the first CNN model to understand 

handwritten characters. Each philtre hello is also replicated in CNN throughout the 

entire field of view. These philtres share weight vectors and bias to create a 

characteristic map. The shared weight gradient is equivalent to the total of the 

accessed variable gradients. It is possible to create a feature pattern by performing 

convolution on a subset of the full image. Biasing and a non-linear philtre application 

are required in addition to the image or function map. An independent analysis of the 

input image is made possible by applying a bias value. To shift a node in the other 

direction, we can use the bias properties. It is possible to regulate the skewed values 

that are generated during the testing set [86]. 
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CNN is a class of deep nerve networks that is most often used for visual analysis. 

They are also known as artificial neural shift invariant or space invariant networks 

because of their shared framework and the invariance of translation. It has image 

allow analysts, advisory systems, classification of images, image segmentation, 

medical image analysis, linguistic processing, neural interfaces and economic time 

series.  

Multilayer perceptrons are regularized variants of CNNs. The multilayer perceptron is 

typically meaning completely connected networks, i.e. each neuron is connected in 

one layer to the following layer of all neurons. These networks are "fully-

connectedness" to overfit data. Typical regularisation approaches include applying 

some type of weight calculation to the loss function. CNNs have a different approach 

to regularisation: using smaller and basic patterns, they take advantage of the 

hierarchical structure in data and assemble more complex patterns. CNNs are thus in 

the lower extreme in terms of their connectivity and complexity. Biological 

mechanisms have inspired emerging networks such that the pattern of connectivity of 

neurons is like the animal visual cortex organisation. In a restricted region of the 

visual field, individual cortical neurons only respond to stimuli as the receptive field. 

Some of the receptive regions of the different neurons overlap, spanning the whole 

field of vision. Compared with other image classification algorithms, CNNs use very 

little pre-processing. The network discovers that filters have been manufactured in 

conventional algorithms. This distinction from previous information and human 

initiative in the design of features is a significant benefit [87].  

3.5. Optical Character Recognition 

Optical character recognition or character recognition means the transition from a 

screened document, a photograph of a document, a scene-photograph or a subtitle text 

superposed on an image, of written, manuscript or improved text to an electronic or 

mechanical image text. It is a common technique of digitizing printed text so that it 

can be electronically edited, searched, stored more compactly, displayed on-line and 

used for processing machines. The most commonly used data entry type from printed 

papier data records, whether they are passenger papers, bank accounts, computerized 

receipts, business cards, mail, printouts or any other relevant documentation. OCR is 

an area of concept detection science, computer vision and artificial intelligence. Early 
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version images of each character had to be educated and one typeface worked at a 

time. Advanced systems that produce a high degree of accuracy in the identification in 

most of the fonts now have the ability to reproducing formatted image file files that 

closely match the original page, including photos, columns and other non-textual 

components, with support for various digital inputs [88].  

Optical Character Recognition solves the issue of identifying characters that are 

optically processed. Optical recognition is conducted off-line after writing is finished, 

instead of on-line recognition in which the machine recognizes the drawings. Hand 

written and printed characters are identifiable, but the performance of the input 

sentences is directed to the results. The more limited the data, the better the OCR 

system performs. However, OCR computers remain a long way away from reading 

and human handwriting when it comes to absolutely unregulated handwriting. The 

machine reads quickly, however, and technological advancements push technology to 

its ideal continuously. A digital picture of the original text is taken via the scanning 

process. OCR optical scanners comprise of a transportation system and a sensor that 

turns light intensity into gray levels. Printed papers are typically black on a white 

backdrop.  

Therefore, it is common practice when performing OCR to convert a multi-level 

picture to a bilevel digital image. The thresholding process is mostly done on the 

scanner to save room for memory and machine effort. The process of thresholding is 

important because the results of the following recognition fully depend on the 

efficiency of the discrete image. However, the scanner thresholds are typically very 

clear. A threshold is used, whereby gray levels are said to be black below this 

threshold and white above. A pre-selected fixed threshold may be appropriate for a 

high-contrast document with a clear context. However, many records that have been 

found in operation contrast very widely. In such instances, advanced thresholding 

methods are sufficient to achieve a good result. The best methods for thresholds are 

typically those that can change the minimum over the report to adjust the contrast and 

brightness to local properties. However, such methods generally rely on the 

document's multilevel scan, where more data storage and computing power are 

required. Therefore, in connection with OCR systems, such techniques are rarely 

used, although they yield better images.  
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The resulting image may have a certain amount of noise from the scanning process. 

The characters may be smeared or detached depending on the scanner resolution and 

the success of the technique used for thresholding. A compiler may be used to remove 

some of those defects, which can ultimately lead to low recognition rates. Smoothing 

involves filling and diluting. Completion removes short breaks, spaces and hole 

features, while thinning decreases the line's width. The most popular smoothing 

techniques pushes a window through the binary image and the window content is 

protected by some rules. Pre-processing typically requires normalization in addition to 

smoothing. The standardization is used to achieve standardized format, slant and 

rotary characters. The angle of rotation must be sought in order to correct the rotation. 

Variants of Input image are typically used to detect skews on rotated pages and text 

lines. However, it is not possible to find the rotary angle of a single symbol until the 

symbol [89].  

3.6. Word-Level Classification 

We had several unique terms in our dataset. Some words images only appeared a few 

times in our dataset, which made training on those images very difficult for us. This 

question, together with the broad vocabulary already available in our dataset, 

motivated us to cut down some of the words from our dataset and not to use those 

words in our training/validation/testing dataset that we would use for our models. Our 

frameworks and methods are not difficult and therefore worked with a variety of 

examples but we chose to reduce the number of words to an effective amount [90].  

We first developed a language based on statistically generating random 50 terms in 

our dataset for our text level classification algorithm. With many CNN architectures, 

we have qualified our word classifier: VGG and RESNET. Among the first very 

profound neural networks to appropriate instructional strategies performance on 

important profound learning tasks was VGG convolutional network architecture.  

In violation of the normal practice, VGG employed much lower convolutional filters 

(3 x 3) and less field-acceptance channels for the ImageNet 2014 Challenge, thus 

increasing its network depth. Their model not only achieved first and second place 

positions in the integration and classification trails, but was also well-constituted for 

other vision tasks by switching from conventional layers of past CNNs to layers for 
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different model iterations. But soon after the ImageNet challenge, VGG was first 

overtaken by the Residual Networks (RESNETs). It was difficult to train deep 

learning networks, in particular due to the stagnation of gradient flow to earlier 

network layers. The notion of the remaining layer, which has learned difference in 

terms of the inputs to function layers. A layer in a recurrent neural network will 

therefore be able to learn a residual zero and thus retain the input and preserve the 

gradient in the background to previous layers. This formula allowed RESNETs with 

layers to train comparatively with previous deep-learning and with many more layers 

in terms of efficiency and modelling. RESNETs are one of the most likely candidates 

to attempt advanced profound learning models for image classification.  
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CHAPTER 4 

RESULTS AND DISCUSSIONS 

 

4.1 Study on Handwriting Features of Ambidextrous Persons 

When using a deep learning architecture, ambidextrous people's handwriting was 

classed as a multi-class classification challenge, where the image recognition task is 

effectively to evaluate a classifier that could reliably identify handwriting on every 

line of paragraph. It is fairly common for a particular classifier to be applied to 

numerous data sets at the same time when utilizing a standard deep learning 

technique. The fundamental purpose of this project is to use deep learning approaches 

to detect and forecast handwritten text as well as characteristics. Furthermore, rather 

than the same classification system performing differently with extremely diverse 

image examples, it is possible that the same classification system performs differently 

with extremely diverse image examples because different people use different text 

styles on the same numbers. These problems required the development of ensemble 

learning algorithms that would improve overall effectiveness while also ensuring that 

performance remained relatively consistent across many data sets. These algorithms 

are already being used to solve these problems. Through the use of a CNN-based 

deletion of data from an image, as well as the algebraic fusion of multiple words in 

images to categorize fully trained in various sets of edges, which are generated by 

feature selection on that same original CNN feature set and the removal of data from 

images, we propose a system. OCR and CNN techniques have been used to identify 

handwritten text. 

During this examination, we categorise the full feature set of three datasets into 

separate categories based on their characteristics. Techniques such as deep learning 

have been applied to the detection and prediction of handwritten text. Its purpose is to 

determine the range of variables whom apply for testing as well as the method of 

testing. Everything was done on the same computer, with the identical CPU and 

memory configurations (both of which ran at 1.6 GHz and 8 G). All of the study 

classifiers were evaluated, and four methods being implemented for training and 

validation, as well as for model assessment and evaluation. 
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4.2 Data collection 

4.2.1 Sample data of ambidextrous persons 
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4.2.2 Sample data of ambidextrous persons (Left Hand) 
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4.2.3 Sample data of non-ambidextrous persons  
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4.2.4 Systematic Analysis 

During this examination, we categories the full feature set of three datasets into 

separate categories based on their characteristics. Techniques such as deep learning 

have been applied to the detection and prediction of handwritten text. Its purpose is to 

determine the range of variables whom apply for testing as well as the method of 

testing. Everything was done on the same computer, with the identical CPU and 

memory configurations (both of which ran at 1.6 GHz and 8 G). All of the study 

classifiers were evaluated, and four methods was implemented for testing and 

training, as well as for model assessment and evaluation. 
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Figure.1: Image edges in handwriting paragraph 
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Figure 1 depicts an analysis of the handwriting paragraph using the edges of images 

as reference points. There are a total of 108 photos in this collection. The pictures 

dataset generates five different outputs. Deep learning techniques were used to extract 

handwritten text from images, which was then processed. The handwritten notes are 

depicted in these photographs. Notes scribbled on the left-hand side of the page by 

hand According to the findings of this study, the left-hand side can correctly 

pronounce proper words when compared to right-hand side. It is separated into two 

sets: first exercise set (which comprises 70% of the dataset) as well as the validation 

set (which comprises the remaining 30% of the dataset) (30 percent ). First and 

foremost, we must import original photos. Figure 1 depicts an analysis of the photos' 

results with edges. Images with edges have been pre-processed before being 

uploaded. Implementing handwriting paragraphs in order to classify picture data is 

one of the goals. Images The data for the Predictive handwriting paragraph was 

collected in either structured or an unstructured format. In most cases, structured data 

is pre-processed before to being used in the testing and training stages. 
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Figure.2 Outputs of Sobel Operators having Background which is Dark 

 

Image analysis of the paragraphs of handwriting in Fig.2 using dark 

images.  Following the pre-processing of the pictures. Those photographs have been 

transformed into black and white ones. The background of the handwritten text has 

been highlighted using optical character recognition (OCR) technology. The meaning 

of the words in the paragraph is evident based on this finding. In this case, we have 

changed the background to a dark colour. For picture classification, unstructured 

material that is unshaped and distributed is a significant problem. Organizing and 

selecting important qualities from unstructured data can be difficult. We've figured 

out how to deal with unstructured data. 
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Figure.3 Outputs of Bounding Rectangles having Background which is Dark 

 

Figure 3 illustrates how to evaluate a handwriting paragraph by using boundary 

rectangles. There are a total of 108 photos in this data set. Here are five of the 

photographs that were produced as a consequence of the search. The photos of 

handwritten text have been processed using optical character recognition (OCR) 

algorithms. These findings demonstrate also that word with a boundary rectangle 

effectively distinguishes between different words. Terms without a defining rectangle, 

on the other hand, are not clearly intelligible words. The text within the bounding box 

demonstrates what is familiar, while the text beyond the bounding box demonstrates 

what is unfamiliar. In this section, we simply pre-processed the text associated with 

the photographs. For data identification, the size of the dataset images is a high-

cardinality field. Other strongly linked variables that provide the same information as 

the redundant variables should be deleted from the data set. If one predictor variable 

can be linearly predicted by another with a moderate to high degree of correlation, the 

relationship is said to be strong. Collinearity can lead some regression coefficients to 

have incorrect edges when there is no colinearity. 
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Figure.4 Analyze of ambidextrous persons of the handwriting features 

The characteristics of ambidextrous persons' handwriting are examined in Figure 4. 

Finally, we may determine whether the left hand can write correct words when 

compared to the right hand in this step of the analysis process. The photos of 

handwritten text have been processed using optical character recognition (OCR) 

algorithms. We can deduce from the results that many of the words are not 

understandable. We are unable to read them clearly. We can write with our left hand, 

but it does not predict clear recognition when compared to writing with our right 

hand. Each line of the paragraph is underlined in green to emphasise its importance. 

The text within the bounding box demonstrates what is familiar, while the text beyond 

the bounding box demonstrates what is unfamiliar. For each model, all split up into 

two sections, which are called testing and training. In this case, we want to keep only 

the content within the box. Handwriting paragraphs were classified using the 

convolution neural network technique, which was developed by us. We have captured 

a total of 11 photos of handwriting. The outcomes categorize the appropriate content 

distribution within the boundary. Texts are easily understandable as a result of this 

output. 
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4.3 Study by Utilizing CNN of Variation in Handwriting in English and Urdu 

Language  

When only a handwriting image is provided, automatic transcription of the 

handwriting takes places, and this is referred to as handwriting recognition. Manual 

matching of checks and signatures will be employed as banks for the authenticity of 

the documents. In forensics, handwriting correlating algorithms can assist handwriting 

analyzers in making more accurate predictions about the author's identity. And for 

handwriting recognition system to analyzing and presenting this handwriting, it must 

first be scanned into the computer and then saved. A wide range of applications of 

handwriting, such as mail routing, transcription papers and processor forms, faxes, as 

well as checks may be anticipated in the future. A variety of other applications are 

also feasible.  

The vast majority of the efforts of research were devoted to the subject of character 

recognition (CR), both because of the potential applications and because of the 

imitating reading of human behaviour, difficulties involved in. OHR (Offline 

Handwritten Recognition) is a new feature that is designed to work in both English as 

well as Urdu. In particular, on the elimination of background noise from words and 

the development of character segmentation algorithms that have a higher recognition 

rate, it focuses. Noise can be present in scanned images, as well as de-noising of 

image techniques include noise reduction, binarization, as well as size normalisation, 

amongst other things. Utilizing the PSO (Particle Swarm Optimization) method, word 

and character segmentation can be accomplished. Following that, the divided samples 

are utilized for the feature extraction stage, which is the final step in the process. The 

deep neural network classifier is then used to execute the final step of the process: 

word recognition. 

4.3.1 Methodology 

The suggested study is primarily concerned with the removal of noise from images as 

well as picture segmentation approaches combined with recognition methods. In Fig. 

5, you can see the proposed flow diagram. 

By performing the following procedure, it is possible to accomplish effective 

handwriting recognition: 
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1. Pre-processing: The given procedure entails transformation as useful 

information of raw data that can be read by a human being through a series of 

processes. In pre-processing, one of the phases is image digitization, which is the 

process of converting a picture into a gray level image as well as transformed as a 

binary image. Binarization is among the steps in pre-processing. Noise reduction: In 

most cases, noise can be found in the scanned photos. Gaps, f Filled loops, bumps, 

and unconnected dotted lines are the most common types of noise that can be found in 

photographs. As a result, noise removal is carried out in order to achieve successful 

recognition. 

2. Normalization: The method of normalisation is the removal of differences 

from visuals without changing the identity of the words themselves. The primary 

method of normalisation entails image cleaning, and the subsequent procedure, 

namely skew correction, is carried out after that step. Following that, the process of 

character size normalisation and line detection begins. 

3. Segmentation:  Following that, segmentation occurs, in which the characters 

included within the image are separated and rearranged as needed in order to provide 

distinction between the characters themselves. This also contributes to the 

simplification of the recognition procedure. The types of segmentation that are 

involved are image segmentation and script segmentation. This is accomplished by 

the use of line, word, as well as segmentation of character. This approach, known as 

PSO (Particle Swarm Optimization), segmented the problem and improved by 

iteratively optimising the problem, the solution. It is among the segmentation methods 

which can be used to segment problems. 
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Fig. 5. For Recognition of Handwritten, the Proposed Flow Diagram 

 

Fig. 6. Algorithm for processing of Image 
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1. Feature Extraction  

Through collecting the feature set during this process, it is possible to boost the 

recognition rate even in the context of the smallest number of components. There are 

several different types of feature extractions. For example, Principal Component 

Analysis (PCA), Chain Code (CC), and so forth were among the techniques used. The 

input to the classification algorithm is from the output of Feature in order to make 

classification more convenient. 

2. Classification 

When it comes to handwritten recognition, classification is critical since it plays a role 

in decision-making. The performance of the classifier is determined on the quality of 

the features. When utilizing a deep neural network classifier, it is necessary to offer as 

input, the classifier output. Specifically, a Deep Neural Network (DNN) can be 

represented as an artificial neural network where there are multiple hidden layers 

present amongst the output layer as well as the input layer between the input and the 

output layer. 

3. Post-Processing 

As the later phases of recognition, the result of the post-processing is a structural text 

format in which the text can be read. Character errors are frequently segmented and 

classified incorrectly, which causes problems. As a result, this phase is carried out in 

order to eradicate these faults. Error removal is accomplished by the use of statistical 

approaches and dictionary lookups, respectively. Thus, after completing the process, it 

is possible to achieve effective text recognition results. 

Noise reduction is accomplished through the use of a Modified Median Filter (fig.7) 

When it comes to photos, pre-processing is concerned only with reduction or 

elimination of noise. In terms of noise, there are several varieties to choose from. 

These include noise, salt, film grain, quantization (uniform noise), shot, periodic noise 

and anisotropy noise. In order to produce efficient findings, a modified mechanism 

known as the K-Algorithm is employed in study domains. 
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Fig. 7.  Modified Median filter 

 

 

Pseudocode: Modified_Median_Filter (Image, Matrix_Size)  

1. SetA_Min=-(Matrix_Size)/2  

2. Set A_Max=(Matrix_Size)/2  

3. For X=Min_X toMax_X  

4. For Y=Min_Y toMax_Y  

5. For X1=A_Min toA_Max  

5.1. SetTemp_X=X+X1  

5.1.1. If (Temp_X>=Min_X andTemp_X<=Max_X)  

5.1.2. For Y1=A_Min to A_Max SetTemp_Y=Y+Y1  

5.1.3. If (Temp_Y>=Min_Y and Temp_Y<=Max_Y) Add Pixel_Intensity (Temp_X, Temp_Y) 

to listPixel_Values  

5.1.4. End If  

5.1.5. EndFor  

5.1.6. End If  

6. EndFor  

7. Sort the listPixel_Values 

8. Set No_Occurences=Number of the occurrences of lowest pixel intensity value in 

listPixel_Values  

9. If (No_Occurences==K)  

9.1. Median_value=Value at Pixel_Values_Count/2  

9.2. Set Pixel_Intensity(X, Y) =Median_Value  

10. End If  

11. EndFor  

12. EndFor  

13. Return Modified Image 
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Binarization and filtering are two stages in this strategy, and they are both 

necessary. Filtering and noise reduction processes have been performed using a re-

sampling technique, which has been used in conjunction with other algorithms. 

This methodology reduces the number of unwanted bit patterns. It would sharpen 

the photographs by removing the ones that are slightly textured or have a coloured 

backdrop and replacing them with sharper ones. It is feasible that much possible 

noise will be eliminated by making just important information to be retained as a 

result of this approach. Non-linear filters and linear filters are the two types of 

filters available.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8.  Binarization 

Pseudocode: 

 Binarization (Image)  

1. For X=Min_X to Max_X//1  

2. For Y=Min_Y to Max_Y //2  

Pixel_Intensity_Sum=Pixel_Intensity_Sum+Pixel_Intensity(X,Y) 

 Pixel_Count=Pixel_Count+1  

3. EndFor 

4. EndFor  

5. Average_Intensity= Pixel_Intensity_Sum/Pixel_Count  

6. For X=Min_X toMax_X  

7. For Y=Min_Y toMax_Y  

7.1. If (Pixel_Intensity(X, Y)>=Average_Intensity) Set Pixel_Intensity(X, Y) =WHITE  

7.2. Else Set Pixel_Intensity(X, Y) =BLACK  

7.3. End If  

8. EndFor 

 9. EndFor 

 10. Return Modified Image 
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In the field of picture de-noising, binarization is one of the techniques employed. In 

Fig. 8, the binarization phase after a filtering procedure can be performed has been 

completed. Modified noise reduction methods are used in conjunction with these 

binarization and filtering methodologies to achieve noise reduction.  

The K-Algorithm is the name of the improved technology, and it would be actively 

involved in executing the removal of noise from the image. When it comes to photos, 

the binarization (Ntogas et al 2013) technique could be used from the background to 

separate the text. This procedure is entirely dependent on filtering as well as 

thresholding, then that are integrated along the image processing algorithms. The 

techniques for binarization consist of sets of five discrete phases which are dependent 

in different classes of pictures and are performed in parallel. It is used as a refinement 

process to increase the quality of images captured. The outcome of the filtering stage 

may still contain a little amount of coloured background, which can cause interference 

with the operation of the subsequent stages.  

Binarization has been implemented in order to avoid and cope with the 

aforementioned difficulties. When filtered photographs are converted into digital 

images, which is spelled binary, the binarization phase is engaged in the 

implementation. Based on this, it is possible to calculate the value of the threshold, 

and then the procedures can be carried out based on the colours used.  

The normalisation process is a linear procedure. Automatic normalisation, in most 

cases, normalises the image regardless of the file type. In the end, it results in the 

construction of an image with a consistent dimension. Its goal is to limit the number 

of deviations that arise throughout the data entry process. Take, for example, the size 

normalisation technique, which can be utilized to change the character size in a 

standardised manner. The characters recognition can be used for both horizontal and 

vertical size normalisation, depending on the orientation of the characters. 

𝑅1 =
𝑚𝑖𝑛(𝑊1,𝐻1 )

𝑚𝑎𝑥(𝑊1,𝐻1 )
, 𝑅2 =

𝑚𝑖𝑛(𝑊2,𝐻2 )

𝑚𝑎𝑥(𝑊2,𝐻2 )
 

Thus, W1 indicates the character width  

H1 indicates the height of character  

W2 indicates the normalized character width  
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H2 indicates the height of normalized character  

original character is indicated by the R1  

R2 indicates the character normalization 

Segmentation: Phenomena of problem-solving is one in which people all over the 

world are participating. A domain that arises from the specific characteristics of a 

particular particle amid interactions with other particles. The populations have been 

grouped as a result of the topology structure of communication. This is accomplished 

through the use of social media. In the PSO research, coordinates have been tracked in 

the solution space using a tracking algorithm. This might be related with fitness, 

which would indicate the most appropriate solution. The value obtained as a result of 

this method is referred to as pbest, which is an abbreviation for personal best. 

Essentially, this is the alternative value at the optimum standard that is being watched 

via PSO, and it is considered to be the best value obtained due to a particle which is 

present in close proximity to the particle in question. Such kind of value is referred to 

as the gbest value. In PSO, every particle attempts changing the position or status by 

utilising the information provided here. 

 Velocities of current,  

 The locations of current,  

 The path amongst the gbest as well as the current position 

 The path amongst the pbest as well as current position,  

This equation produces a mathematical model for changing the position of such 

particle that is based on mathematical principles, 

      𝑉𝑖
𝑘+1 = 𝑤𝑉𝑖

𝑘  + 𝑐1 ∗ 𝑟𝑎𝑛𝑑1( ) ∗ (𝑝𝑏𝑒𝑠𝑡𝑖 − 𝑠𝑖
𝑘)+ 𝑐2*𝑟𝑎𝑛𝑑2( ) ∗ (𝑔𝑏𝑒𝑠𝑡𝑖 − 𝑠𝑖

𝑘) 

Where, 𝑉𝑖
𝑘   = i with agent velocity, in iteration k,  

w = weighting function,  

cj= Weighting factor is j=1,2.  

Rand = Numbers are distributed consistently and in a random way, ranging from 0 to 

170  
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k = denotes the given place of agent in kth iteration of agent i‘s,  

pbesti = i‘s pbest,  

gbesti = group of gbest‘s  

𝑊 = 𝑊𝑚𝑎𝑥 − [(𝑊𝑚𝑎𝑥 − 𝑊𝑚𝑖𝑛)𝑖𝑡𝑒𝑟]/𝑚𝑎𝑥𝑖𝑡𝑒𝑟 

Where, wMin = indicates final weight, wMax = indicates initial weight, maxIter= 

indicates maximum number of iterations, iter= indicates the currently iteration 

number. Using the following described equation, it is possible to change the position 

available currently, that is currently present in solution space that is the searching 

point. 

𝑠𝑖
𝑘+1 = 𝑠𝑖

𝑘 + 𝑉𝑖
𝑘+1  

 

4.3.1.1 Deep Neural Network Classifier 

As a learning strategy, the deep neural network is described as having the potential to 

be utilised by humans to learn new information.. For want of a better term, it could be 

described as a strategy to automating predictive base analysis. These levels are 

sandwiched in between the current and output layers of the hierarchy. It is used to 

construct intricate non-linear interactions that are difficult to understand. It is 

proposed that this model be used to provide a compositional method in which items is 

articulated in a composition structure which is layered-based.  

Furthermore, the characteristics from the lowest layer would be enabled by the further 

layers that are made available. Because a feed-forward network is DNN, data can travel 

to the output layer from the input layer in a single path, rather than looping back to the 

input layer. Because of the existence of noise, the deep neural classifier was already 

applied to image identification. The classifier has been created to remove noise from the 

images by removing noise in photos. Image denoising is a significant problem in the field 

of computer vision for a long time. Denoising, an ill-posed inherent problem that is 

appropriate for the data loss that occurs during the noise addition period. Image denoising 

is accomplished through the use of the following formula. 

I=D(I) + h 
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Fig. 9.  Proposed algorithm 

Specifically, the degrading function is D(I) that is connected with the real picture I, 

and h is the noise that is additive that is used in this case. The MSE (Mean Squared 

Error) that is pixel-wise, loss minimizer is the most widely used loss minimizer 

having an end goal of image denoising as well as delivering a comparable 

dimensional calculation as before (MSE). By reducing noise from the signal, one may 

examine the performance and perhaps improve accuracy (Cyganek and 

Koziarski 2016). Typically, this approach is used on noise that contains both known 

and unknown situations. It is made up of a variety of different neural network models. 

Each network layer is adjacent to the other and is fully connected to the other network 

levels on each network used by this. Meaning that in the network each and every 

neuron has a link with other neurons that are adjacently presented in layers, as seen in 

the diagram below. In picture denoising, which is accomplished through the use of a 

deep neural network, a number of mathematical models are utilised.  

4.3.2 Systematic Analysis  

For the purpose of testing the impact of these procedures, of Urdu language, 40 

samples from various handwritten papers were gathered. Python is utilized to create 

models for testing and training, and it is also used to write code. Character 

Recognition procedures such as feature extraction, pre-processing, recognition and 
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segmentation are employed in the construction of the system. This is considered as 

input for the character recognition algorithm. 

 
 

A. Input image 

 
B. Preprocessed image 

        
C. Binary image 

 
D. Output Image 

Fig 10. results of recognition of small letters in English Handwriting 

 

Figure 10 represents for the small letter, the recognition of handwriting in English 

results of the proposed steps, as shown in the example above. The results of small 

English letters of the input image in Figs. 10 (A and B), were compared to those 

obtained from Fig 10 (B), the results of small English letters of the preprocessed 

image were compared to those obtained from Fig 10 (C), and finally the recognition 

results output for small English were compared to those obtained from Fig 10 (D). 

 

A. Input image 
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B. Preprocessed image 

 

C. Binary Image 

 

D. Output Results 
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E. Left and right hand-writing recognition 

Fig.11. Results of recognition of small letters in Urdu Handwriting 

Overall results of recognition of handwriting in Urdu the proposed procedures are 

depicted in Fig. 11. Figure 11 (A) depicts the input image results, whereas Figure 11 

(B) depicts the results of the pre-processed image, whereas Figure 11 (C) depicts the 

results of the binary image, whereas Figure 11 (D) depicts the results of recognition 

output, and lastly Figure 11 (E) depicts the right hand categorization as well as in the 

Urdu language, left handwritten text. 

Fig 10 as well as Table 1 illustrate the outcomes of the experiment. Due to the 

improvement in system performance, the image quality is improved, allowing for 

more accurate identification. In handwritten data recognition, classifier using 

deep neural network achieves an 90.52 percent efficiency, comparing the SVM 

classifier achieves an efficiency of 85.13 percent. Naive Bayes achieves an 

efficiency of 87 percent. With 48 samples as well as 10000 samples 

regarding the Urdu language, 100 iterations were employed in this work, with a 

total of 10000 samples. 
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Table 4.1. Performance comparison results of English character 

Algorithm Sensitivity 

(%) 

Specificity 

(%) 

Precision 

(%) 

F-measure 

(%) 

Accuracy 

(%) 

DNN 88 76 88 88.04 91.5 

NN 84 72 87 85 89 

Naïve 

Bayes 

83 70 86 85 84.5 

SVM 81.12 69.5 85.62 83.56 85.32 

 

 

Table 4.2. Performance comparison results of Urdu text 

Algorithm Sensitivity 

(%) 

Specificity 

(%) 

Precision  

(%) 

F-measure 

(%) 

Accuracy  

(%) 

DNN 89 78 90 89 91 

NN 87 76 88 87 89 

Naïve 

Bayes 

85 74 85 86 87 

SVM 82 70 86 84 85 

 

  



Chapter 4  Results and Discussions 

427 

 

 

Fig.12. Proposed Algorithm Performance (English) 

 

 

Fig.13. Proposed Algorithm Performance (Urdu) 
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CHAPTER 5 

CONCLUSION 

 

We suggested a technique involving CNN-based data set removal from an image and 

algebraic fusion of distinct words in images to categorize for trained in different sets 

of edges, prepared by feature selection applied to the original CNN feature set. The 

findings of the experiments suggest that a fusion of categorization images can produce 

a descriptive word. The collection has 400 images in total. The primary handwritten 

dataset yields five results. These handwritten comments are written on the left side of 

the page.  

In the proposed work Firstly, the handwriting features of ambidextrous and non-

ambidextrous persons are classified and implemented. Secondly, predicted the images 

of handwriting features of ambidextrous and non-ambidextrous persons. Thirdly 

analysed the images data of handwriting features of ambidextrous and non-

ambidextrous persons with each line of paragraph. 

The purpose of this study is to determine whether the left-hand side can correctly 

pronounce words when compared to the right-hand side. The dataset is split into the 

exercise set (70%) and the validation set (30%). We partition the full feature set of 

three datasets into separate categories in this examination. Its purpose is to evaluate 

the number of variables that apply to testing and the testing method. All study 

classifiers were evaluated, and four algorithms were implemented for training and 

testing or model assessment. The photos with edges have been pre-processed. There 

are plans to apply handwriting paragraphs to categorize image data. Images Predictive 

handwriting paragraph data might be structured or unstructured.  

During the testing and training phases, structured data is typically preprocessed. As a 

result, we might conclude that many words are unclear. We can't make out what 

they're saying. We can write with our left hand, but it does not predict clear 

recognition when compared to our right hand. According to the findings of this study, 

handwriting paragraphs can be classified and implemented with each line. In this 

work, we used the Anaconda software to implement the code in Python and the deep 

learning programming language. Anaconda is a temporary free distribution of the 



Chapter 5  Conclusion 

429 

deep language and the Python programming language for computing code, to 

optimize package administration and deployment. Anaconda was formed and 

supported in 2012 by Travis Oliphant and Peter Wang. Python and the Python 

programming language were utilized. It performs admirably on picture datasets. It can 

operate with both small and large datasets. 

To classify each line of handwriting paragraph, we used the convolution neural 

network approach. Based on the results, it is concluded that all CNN algorithms are 

more efficient and effective in handwriting paragraph categorization. The CNN 

method necessitates fine-tuning of the edges as well as a large number of 

circumstances for data collection. It just builds the algorithm model with precision 

and accuracy in categorization. As a result, CNN algorithms for picture data are used 

to classify each word and line. However, the results show that the CNN algorithm 

works well with picture datasets to predict words that are easy to grasp. 
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CHAPTER 6 

FUTURE SCOPE AND LIMITATIONS 

 

Feature extraction/selection procedures, Pre-processing and the methodology for 

selecting CNN training parameters can all be enhanced in the future to produce more 

promising results. Recognisability rates can be increased by investigating more robust 

features that more accurately describe the input sample images. Additionally, the 

development of algorithms for the automatic selection of threshold values based on 

the properties of the dataset may be a future priority. The available literature shown 

that incorporating several classifiers at various phases of this system aided in 

enhancing the accuracy of classification systems. As a result, the ensemble classifier 

system constructed by fusing different other classifiers may be examined in the near 

future. 

The one of the limitation of the proposed work is sample collections of ambidextrous 

people because People that are truly ambidextrous make up less than one percent of 

the population. About 1 in 100 persons have no dominant hand and can use both 

hands equally well, while many left-handed people can use their non-dominant hand 

nearly as well as their dominant hand. 
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a b s t r a c t

Handwriting recognition is the automatic transcription of handwriting, where only the image of the
handwriting is available. Manual matching shall be used by banks for the authentication of checks and
signatures. In forensics, handwriting corresponding algorithms can help handwriting analysts to predict
the author with greater precision. This handwriting needs to be scanned to the computer for the hand-
writing recognition system to access it and analyse it consequently. A variety of handwriting applications,
including transcription papers, mail routing, and processor forms, checks, and faxes, may be envisaged.
Several applications are also possible. The extensive research effoncentrated on the field of character
recognition (CR), due both to its possible applications and to the difficulties involved in simulating human
reading. The new Offline Handwritten Recognition (OHR) is designed for both Urdu and English. It mainly
focuses on the removal of noises in word, character segmentation methods with higher recognition rate.
The images which are scanned may contain noises and image de-noising steps consist of binarization,
noise elimination, and size normalization. Words and character segmentation are performed by using
Particle Swarm Optimization (PSO) algorithm. Then those segmented samples are used for the next step
which is feature extraction. Finally, word recognition is performed by using the deep neural network
classifier.
� 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the Technology Innovation
in Mechanical Engineering-2021.

1. Introduction

For the new generation, it will be important to popularize the
language and benefit from the available documentation (old or cur-
rent) [1]. The OCR interprets the scanned document image into a
machine-understood script. The ability of a machine to obtain
and read intelligible handwritten input from sources including
paper papers, images, touch screens, and other devices is hand-
written recognition (HR). The picture of the written text could be
sensed ‘‘offline” by an optical scan or smart word recognition on
a piece of paper. Alternatively, the motions on the tips of the pen
can be detected ‘‘online” e.g. via a pen-based computer screen sur-
face. Human functionality simulation in the field of vision and
manuscript text in particular is still missing. The need to know
the handwritten text is a challenge not only about behavioral
biometry but also about trends. Writing is the most normal mode
in which information is gathered, saved, and transmitted. It is not

only a communication tool among people but also a communica-
tion tool between human beings and machines. The few applica-
tions listed for offline handwritten recognition require to check
recognition, file format recognition of manual applications, pre-
scription of a doctor, checking signature, postal address interpreta-
tion, etc.

The intense research effort was focused on the field of recogni-
tion of character (CR) due to the problems associated with human
reading simulation and its future applications. CR is a special pat-
tern recognition branch, which includes the translation into the
machine-readable text of the text written or printed [2]. While
many promising research findings have been published in the field
of the handwritten recognition of linguistics such as English, Chi-
nese, Japanese, and Arabic, the Indian language scenario is not so
strong. The two most popular writings in India are Devanagari
and Bangla, most of the works in the Indian field of character
recognition. India has 22 programming languages, multi-lingual,
multi-script countries. Much of the Indian scripts come from the
Brahmi script of old times. The Kadamba and the Grantha scripts
of ancient Brahmi are derived from the South Indian languages.
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An analysis of the various aspects of the manuscript recognition
method is carried out in this research for Urdu, and English.

The major aim of the work is to design a new offline handwrit-
ten recognition (OHR) system for multilingual, which maximizes
the recognition rate with the least amount of elements. The major
objectives of the design are designed as follows. To design new pre-
processing methods such as noise elimination, binarization, size
elimination, and thresholding for removing noises from the images
because this increases the quality of the characters. To design a
new optimization-based segmentation method that correctly seg-
ments the line, character, and word from the images. To design a
new Character Recognition Method which correctly recognizes
Urdu, and English increases the recognition rate of the characters.

2. Related work

Handwritten recognition can be broadly classified into two cat-
egories namely, online recognition and offline recognition. Offline
handwriting can be of many formats and likely it could be obtained
from paper or images. These types of contents could be extracted
using Optical Character Recognition (OCR). This mechanism is very
useful in many areas, one among those in the medical field. In
ancient days, analysing a doctor‘s handwriting is a bit difficult task.
This methodology helps to analyse and retrieve the information
from the doctor‘s handwriting. In this section, the researcher has
discussed the review of the pre-processing methods, segmentation
methods, feature extraction methods, and classification methods
for the handwritten recognition of image processing.

The influence of the evolutionary depth of the network on its
accuracy in the broad recognition environment was investigated
by Simonyan and Zisserman [3]. The key contribution is to thor-
oughly analyse networks of growing depth using an architecture
with a very small 3 � 3 convolution filter that shows that the depth
of 16–19 weighing layers can be considerably improved in terms of
prior art configurations. These results formed the basis for our sub-
mission to the ImageNet Challenge 2014 where our team won first
and second place places in the position and grading routes respec-
tively. Show also, that representations are common in other
datasets.

Kumar et al. [5] employed the OCR for offline handwriting
recognition. To implement the OCR the neural network has been
utilized. This model has been developed for the medical domain
in which the doctor‘s handwriting can be recognized. This model
only predicts the prescribed medicines and does not provide an
outcome for general purposes.

The off-line segmentation and reconnaissance method for
uncontrolled handwritten linked digits has been proposed by Mer-
abti et al. [6]. By finding two forms of structural functionality, the
framework proposed offers new segmentation routes. The input
string image includes the background and foreground character
points. From these feature points, the possible cutting paths are
created. Based on their feature points and their height, each candi-
date variable is evaluated individually. The performance is evalu-
ated with the Fuzzy artificial immune system the segmentation
module (Fuzzy-AIS). The latter carries out a decision-making func-
tion in the resulting parts, followed by a global choice of the
hypothesis with the best outcome.

Al-Maadeed et al. [8] aimed to develop a new system that
selects the vital feature thereby eliminating the non-effective fea-
tures. This model could be developed using Lukasiewicz’s implica-
tion on fuzzy conceptual reduction. Both English and Arabic
languages are taken into consideration for handwritten recognition
of characters. The database of 121 writers is considered on which
the k-Nearest Neighbors (k-NN) is used to evaluate the accuracy

efficiency. The left or right-handedness parameter is considered
for evaluation and it produces a high accuracy of 83.43%.

Govindarajan [10] developed a hybrid which is of a new classi-
fication model for handwritten numerals detection by combining
SVM and Radial Basis Function (RBF) classifiers. The original train-
ing sets are resampled to form modified training sets. Here classi-
fiers are combined by voting after construction by using training
sets. The proposed hybrid model system provides high accuracy
of handwritten recognition of numerals and is illustrated by the
empirical outcome obtained from the model.

Balci et al. [9] proposed a model for converting the handwritten
text into digital documents. This model is designed such that it
includes two approaches namely, direct classification of words
and segmentation of characters. The Convolution Neural Network
(CNN) is the methodology employed for the former approach.
The latter approach involves Long Short Term Networks (LSTM)
methodology with convolution for the construction of bounding
boxes of every character. Then the segmented characters are
passed to CNN for classification and thus the words are recon-
structed based on results.

3. Methodology

The proposed work majorly focuses on the removal of noises
and image segmentation methods with recognition methods. The
proposed flow diagram is shown in Fig. 1.

The handwritten recognition could be achieved effectively by
implementing the following process: (Fig. 2).

3.1. Pre-processing

This process involves the conversion of raw data into a user-
readable form by undergoing various steps. Binarization: The image
digitization is one of the steps involved in pre-processing where
the image is converted to a gray scale image and then transformed
into a binary image. Noise elimination: The scanned images gener-
ally contain noises. Filled loops, gaps, bumps, and disconnected
line segments are the general noises occurring in images. So noise
elimination is performed for effective recognition.

Normalization: Removal of variations from images without
affecting word identity is the process of normalization. The initial
process of normalization involves image cleaning and it involves
the trailing process namely, skew correction. Next to that line
detection and character size normalization occurs.

Fig. 1. Proposed flow diagram for handwritten recognition.
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3.2. Segmentation

The next step to pre-processing is segmentation where the
characters in the image are segmented for providing separation
between characters. This also helps to simplify the recognition pro-
cess. Script segmentation and image segmentation are the kinds
involved. The script segmentation is implemented using perform-
ing word, line, and character segmentation. Particle Swarm Opti-
misation (PSO) is one of the segmentation methods that
enhances the solution by iterative optimization of the problem.

3.3. Feature extraction

In the presence of the least amount of elements, the recognition
rate could be increased by extracting the feature set in this process.
There are various kinds of feature extractions. Some of them were
Chain Code (CC), Principal Component Analysis (PCA), and so on.
The output extracted from Feature extraction is being provided
as input for classification.

3.4. Classification

Classification is the vital phase and it acts as a part of the deci-
sion making of handwritten recognition. The feature quality deci-
des the classifier‘s performance. The output of the classifier is
provided as input to the deep neural network classifier. Artificial
Neural Network where multiple hidden layers among the input
layer and output layer occur is Deep Neural Network (DNN).

3.5. Post-Processing

Structural text format is obtained as output from the post-
processing as it is the final phase of recognition. Problems in seg-
mentation and classification of character errors occur usually. So
to eliminate these errors, this phase is executed. Statistical
approach and dictionary lookup are the methods employed for
error elimination. Thus the effective recognition of texts is
obtained on performing that process.

Noise removal by Modified Median Filter (Fig. 3) Pre-processing
deals with the reduction or removal of noise in images. There are
different types of noise are available namely, noise, Salt, Shot,
Quantization noise (uniform noise), Film grain, Anisotropic noise,
and Periodic noise. To obtain efficient results, a modified mecha-
nism is used in research areas namely K-Algorithm. This approach
includes two different stages namely, binarization and filtering. A
re-sampling algorithm has been used to perform filtering process-
ing noise elimination steps. Filtering always refers to the various
functions that are predefined in the image to assign value to the
pixel which is considered as a function of values. Unwanted bit

Fig. 2. Image processing algorithm.

Fig. 3. Modified median filter.
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patterns are diminished using this methodology. It would remove
the images that are textured slightly or background with color and
sharper them. Due to this process, much possible noise is reduced
by making retaining only relevant information. The filter is of two
categories: non-linear and linear filters. Since linear type has some
disadvantages, the non-linear type has been used to overcome
those disadvantages such as blurring edges, blurring details, and
destruction in lines.

Binarization is one of the approaches used for image de-noising.
The binarization (Fig. 4) step could be carried out after a filtering
process. These filtering and binarization methodologies are
adapted by modified mechanisms for noise reduction. The name
of the modified technology is K-Algorithm which would actively
involve in performing the removal of noise present in the image.
This binarization [7] approach could be applicable for images to
separate the text from the background. This process is purely based
on thresholding and filtering which is combined with algorithms of
image processing. The procedures of binarization involve 5 sets of
discrete stages that depend on various classes of images. It acts as a
refinement methodology to improve image quality. The result
obtained in the filtering stage might still possess colored back-
grounds slightly that lead to interference in the functioning of
the next stages. To avoid and deal with these said issues, binariza-

tion has been introduced. The binarization step is involved in the
conversion of filtering images into a digital image which means
binary. From this, the value of the threshold could be calculated,
and finally based on colors, the processes are carried out. That is
if the intensity value of the pixel is above a threshold value, it is
set as white (0) and if it is below the thresholding value, it is set
to be black (1). Thus by using an average of overall pixel intensities
in the document, the threshold value could be obtained (Fig. 5).

The process of normalization is linear. For instance, if the image
has intensity ranges between 50 and 180 then the range desired is
between 0 and 255. Every pixel-based intensity is multiplied by
using 255/180 and obtains a range of 0 to 255. Automatic normal-
ization typically normalizes the image in any file format. It leads to
the production of the image in a constant dimension. It aims to
reduce the variations which occur during the writing of data. For
Instance, the size normalization [4] has been used to adjust the size
of the character in a form of standard. This recognition of charac-
ters is applicable for both vertical and horizontal based size
normalization.

R1 ¼ min W1;H1ð Þ
max W1;H1ð Þ ;R2 ¼ min W2;H2ð Þ

max W2;H2ð Þ
Thus, W1 represents the width of the character

Fig. 4. Binarization.

Fig. 5. Proposed algorithm.
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H1 denotes the character height
W2 represents the width of normalized character
H2 denotes the normalized character height
R1 usually denotes the original character
R2 represents the normalized character

3.6. Segmentation

The phenomenon widely involved around the world is problem-
solving. A domain where emerges from specific behaviors of the
particular particle during interactions. Because of the topology
structure of communication, the populations have been organized.
This is carried out in the social network. In the research of PSO,
coordinates have been tracking in solution space. This could be
associated along with fitness which means the best solution. The
value obtained from this process is said to be as pbest which stands
for personal best. Alternate value at best level which is tracked by
PSO and this is considered as the best value which is obtained from
particle present in the neighborhood of particle. This type of value
is said to be as gbest. By using the information, below each particle
in PSO tries to change its state or position,

� The current velocities,
� The current positions,
� The distance between the current position and the gbest
� The distance between the current position and pbest,

This equation brings out a model based on mathematical for
changes in the position of the particle,

Vkþ1
i ¼ wVk

i þ c1 � rand1ð Þ � ðpbesti � ski Þ þ c2 � rand2ð Þ � ðgbesti
� ski Þ

Where,Vk
i = In iteration k, i with agent velocity,

w = Function for weighting,
cj = Factor for weighting is j = 1,2.
Rand = Distributed uniformly having number from 0 to 1 70 in a

random manner,

Fig. 6. English handwriting recognition results of small letters.

Fig. 7. Urdu handwriting recognition results of small letters.
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k = denotes the agent i‘s current position of agent in kth
iteration,

pbesti = i‘s pbest,
gbesti = gbest‘s group

W ¼ Wmax � Wmax �Wminð Þiter½ �=maxiter

Where, wMax = represents weight at initial, wMin = denotes weight
during final, maxIter = represents iterations number by maximum,
iter = denotes the number of iteration currently, Following specified

equation could modify the currently availabskþ1
i ¼ ski þ Vkþ1

i le posi-
tion which means searching point present in solution space.

skþ1
i ¼ ski þ Vkþ1

i

3.7. Deep neural network classifier

The deep neural network is called to be a learning approach,
where it could be used for humans to obtain knowledge. In other
words, it would be considered as an approach for automation of
predictive base analysis. Deep Neural Network shortly DNN is an
Artificial Neural Network with various hidden layers. These layers
are placed between the output and input layers. It is used to
develop complex non-linear relationships. This model involves
the generation of a compositional approach where objects can be
expressed in a layered based composition. Also, the layers that
are available extra would enable the features from the lower layer.
Since DNN is a feed-forward network, the data can flow from input
to output layer in one direction which means not loop towards the
back. This deep neural classifier has been used in Image recogni-
tion due to the presence of noise. The classifier has been designed
for dealing with noise in images to remove it. Image denoising has
always been a major issue in computer vision. At its core, denoising
is an essentially ill-posed issue appropriate to the loss of data for
the period of noise addition. The following formula is used for
image denoising.

I ¼ D Ið Þ þ h

Here, D(I) is the degrading function related to the original image I
while h serves as additive noise. With the end aim of denoising,
an image and returning a similar dimensional calculation, the
mainly extensively used loss minimizer is pixel-wise Mean Squared
Error (MSE). By removing noises, one can analyze the performance
and could obtain accuracy (Koziarski and Cyganek 2016). This pro-
cess typically works on noise with known and unknown conditions.
It consists of various types of neural networks. One of the most
common types widely used is the Deep Convolutional Network.
Each has network used by this has each network layers adjacently

Fig. 7 (continued)

Fig. 8. Proposed algorithm performance (English).

Fig. 9. Proposed algorithm performance (Urdu).
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which is fully connected. This means that every neuron in the net-
work has a connection with other neurons which is adjacently pre-
sented in layers. Various mathematical models are involved in
image denoising using a deep neural network. One among them is
discussed here,

4. Results and discussion

40 samples of Urdu language from different handwritten docu-
ments are obtained to test the effects of these methods. Python is
used to develop models for training and testing. Character Recog-
nition steps like Pre-processing, feature extraction, segmentation,
and recognition is used for implementation. For these steps, the
character image is considered as input for recognition.

Fig. 6 shows the results of the English handwriting recognition
for the small letter of proposed steps. Fig. 6(A) shows the results of
the input image of small English letters, Fig. 6(B) shows the results
of the preprocessed image of small English letters, Fig. 6(C) shows
the results of the binary image of small English, and finally Fig. 6
(D) shows the output of recognition results of small English.

Fig. 7 shows the results of the Urdu handwriting recognition of
proposed steps. Fig. 7 (A) shows the results of the input image,
Fig. 7(B) shows the results of the pre-processed image, Fig. 7(C)
shows the results of the binary image, Fig. 7(D) shows the output
of recognition results and finally Fig. 7(E) shows the categorization
of the left hand and right handwritten text in Urdu language (Fig. 8.
Fig. 9).

The results are shown in Table 1 and Fig. 6. The quality of the
image is increased for clear recognition as it improves the perfor-
mance of the system. The deep neural network classifier provides
efficiency of 90.52% whereas SVM gives only 85.13%, Naive Bayes
yields 87% efficiency in handwritten recognition of data. There
are 100 iterations used in this work with 10,000 samples and 48
samples for the Urdu language (Table 2).

5. Conclusion

Online recognition and off-line recognition are the two most
common ways of recognizing a word or character. This model is
designed in such a way that it is based on an off-line recognition
system that involves various phases of recognition in it. The initial
contribution of the work deals with the off-line recognition in
which the pre-processing of the image is performed in which bina-
rization; noise elimination and normalization are also performed.
The segmentation is performed by using Particle Swarm Optimiza-
tion (PSO) algorithm. The feature extraction phase helps to obtain

the set of features and then the classification phase is where the
Deep Neural Network (DNN) classifier is used for handwritten
extraction. It is an iterative model. The final phase is where post-
processing is done for efficient identification in which the errors
that occurred in classification and recognition of words are
eliminated.
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Table 1
Performance comparison results of English character.

Algorithm Sensitivity (%) Specificity (%) Precision (%) F-measure (%) Accuracy (%)

DNN 88 76 88 88.04 91.5
NN 84 72 87 85 89
Naïve Bayes 83 70 86 85 84.5
SVM 81.12 69.5 85.62 83.56 85.32

Table 2
Performance comparison results of Urdu text.

Algorithm Sensitivity (%) Specificity (%) Precision (%) F-measure (%) Accuracy (%)

DNN 89 78 90 89 91
NN 87 76 88 87 89
Naïve Bayes 85 74 85 86 87
SVM 82 70 86 84 85
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LITERATURE REVIEW 
ABSTARCT 
Manual laterality (handedness) “in humans has some importance for forensic procedure where it is 
mainly seen in the context of a hand-held orientation based on simplistic three-stage designation 
(right-handed, left-handed and ambidextrous). In cases of murder or suicide, the pattern of injury, in 
particular stabbing or knife wounds and bullet wounds, can offer indications as to the hand of the 
attacker. In the case of injuries caused by another human, the pattern of results can, in isolated cases, 
cause inference to be made as to the hand of the attacker.In the biotechnology of humans, the 
efficiency or person choice, regarded as the dominant hand is the stronger, the quicker or the more 
reliable. The unfit, unfit or less favourite side is considered the undominant side. The most popular 
shape is right-handedness, with about 90% of the citizens worldwide rectangular. Handiness is also 
described by which hand one publishes, since people tend to perform some things with either hand 
fairly regularly. There are instances of actual mixed hands, but it is uncommon for most people to 
use a side.” 
INTRODUCTION 
Ambidexterity is the potential to fairly well utilise both the right and the left. “The term implies the 
material is similarly appropriate to citizens on the right and left when it comes to stuff. It indicates 
that, when talking to others, a person does not have any clear preference for right- or left-hand use. 
It is necessary to remember that only about 1% of residents are ambidextrous. Certain people 
considered ambidextrous in modern days, who were originally leftist and taught to be ambidextrous, 
can or may not be seen intentionally or in schools or professions where the correct action is often 
emphasised or acceptable. Although certain daily instruments (for example, canopies and scissors) 
are asymmetrical and crafted for the right side,” because of the unusual or absence of left-handed 
versions many of the left-handed people learn to use them. Therefore, leftists are more prone to 
acquire motor abilities than rightists on their non-dominant side 
Ambidextrous Thinking 
At least two intended images are generated by the combination of "Ambidextrous" and"Thinking. 
"Ambidextrous" means the capacity to use both hands, because the first photo suggests the use of 
hands in artistic imagination, by implication, the use of the whole body. There are so many examples 
from Archimedes to Einstein of the value of kinaesthetics, “that it is a shame that you do not accept 
this reality and that you promote its usage in engineering. In a second picture, the idea of 
ambidexterity applies to the cortex, which is just as simple for the left and right sides of our cortex. 
The terms Right Mode and Left Mode are used to guarantee that the hypotheses of brain activity 
develop fast. A quick glance at this list reveals that in the society and, in particular, in engineering 
programmes, the schools and universities consistently prioritise the left or linguistic, mathematical, 
and reasoning symbols controlling abilities at the cost of right-mode abilities. Three phases of human 
growth is identified by Piaget: a stage centre, a visible stage, and a conceptual stage starting from 
eleven or twelve. If problem solving at the symbolic stage is hindered, people ought to reconnect to 
their brain ability in the correct way. The symbolic stage includes the implementation of 
conventions, cultural agreements, which imply terms and symbols. Breakthroughs also recommend 
that certain conventions be challenged. The initial sensory details must be tested for this. In other 
terms, with their full brain and eyes, hands and whole bodies, people will and do thought. Problems 
are internalised and the whole body can not only function by conscious awareness. Original thought 
in a very real sense needs a return to its roots. 
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“Right-, left- and mixed-handedness aren’t sufficient to define the preferences of most people” 
Most individuals have a degree of cross-dominance — one hand preferring some functions, while it 
is the non-dominant, and much greater differences are seen in the citizens who use the two hands. 
Ambidextral applies to someone who can use both the right hand and the right hand (and thus, very 
well), so Ambisinistral can use both the right hand and the right hand (and therefore somewhat 
tormented) when representing those who use both hands. The hemispheres of ambidextrous and left-
hand brains is nearly symmetrical. Unlike rights that display extreme left-wing brain superiority. As 
the normal brain of a person who encounters cross-sensory vision of synaesthesia or combined 
senses. The instance of ambidexterity is much higher among synestheses than in the general 
population (and left hand). 
 
The ambidextrous are more likely to possess the LRRTM1 gene (on chromosome 
2).Schizophrenia is synonymous with this. Studies suggest that individuals of schizophrenia are more 
likely than those who are not schizophrenic to be Ambidextrous or left-handed. An additional 
research carried out on the website of the BBC Science showed that 9.2 percent of men and 15.6 
percent of women reported being bisexual out of one percent of 255,000 respondents who reported 
similar simple writing with both hands. 4% of the left and 4,5% of the right and 6,2% of the right and 
6,3% were said to be drawn to all genders in the same study in the same research. 
People who identify as ‘either-handed’ score slightly lower overall in general intelligence 
testing, and most often those scores are lower in arithmetic, memory and reasoning. 
The 87 mixed hand students have experienced more marked language disorders, and at 15 and 16, 
they have demonstrated a greater propensity for signs of ADHD and have academic success of both 
right and left students in the same study. 
According to a report by Merrimack College, Ambidextraus may be swift to angry, indicating higher 
relations between ambidextrous and the left brain hemispheres. A follow-up research showed that 
enhanced contacts in the hemisphere are correlated with increased pain, malaise and irritation.” 
Is an ambidextrous person’s handwriting identical regardless of which hand they use? 
There are no studies on this particular subject. Even if there was, the trouble with anything involving 
ambidexterity is that researchers often hold differing definitions of the term. So any results would be 
based on whichever definition the researchers chose to assign and its value to you would depend on 
whether it matches your understanding of the word. And, it’s not only scientists that have differing 
opinions. 
Wikipedia says “Ambidexterity is the state of being equally adapted in the use of both the left and 
the right hand, and also in using them at the same time.”  
The article steps off into the weeds just a bit by including this in its definition:  No it’s not. This is a 
statement assigning at best a colloquial meaning to the term not based on established scientific fact. 
One thing scientists can agree on, that has been well-documented, is that ambidexterity is determined 
by brain hemispheres that are not well-lateralized, meaning they’re essentially symmetrical. This is 
determined by brain scans. There are no degrees of ambidexterity. You either are or you are not 
The Oxford English Dictionary defines it simply and broadly as able to use the right and left hands 
equally well. 
Wordsense.eu includes writing in its definition and it’s the only source I saw that does: Having 
equal ability in both hands; in particular, able to write equally well with both hands. 
The inclusion of writing in the definition is important, making it easy to believe that only 1% of the 
world’s population is truly ambidextrous. 
Wikipedia and many other sources, including some bonafide studies, use the term in a much more 
relaxed sense. For example, someone who plays a musical instrument, because both hands are 
moving simultaneously and with purpose is considered ambidextrous. If I eat, write and golf left-
handed, but use scissors and a can opener right-handed, I could be considered ambidextrous. 
The hemispheres of the brain being symmetrical may result in the ability to perform tasks using 
either side of the body, but it does not mean they can be done in exactly the same way if the 
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fundamentals of the task are entirely different, not without having some prior experience performing 
them. 
The majority of people, ambidextrous or not, learn to write with a certain hand and stay with that 
hand throughout their lives. There are always exceptions. An ambidextrous person might switch off 
in certain circumstances. It’s completely dependent on an individual’s preference or necessity. 
Because focusing on one hand is the norm for most everyone (ambi or not), writing with the other 
hand would take some getting used to regardless of an innate ability to adapt more easily to the 
process of writing with that hand. 
It may feel natural to hold the pen in the left hand, for example, but it takes some practice to write 
left-handed if it’s not something you’ve spent time doing. The mechanics of writing left-handed 
could not be more different than writing right-handed, especially in cursive. Printing is easy by 
comparison. 
Left-handers push the pen across the page, making it necessary to hold the pen in a specific way to 
keep the ink flowing, avoid gouging the paper, smearing ink on their hand and on the paper. Many 
write with the tell tale hooked wrist to avoid these things and to see what they’re writing. If someone 
isn’t used to writing this way, their hand would start to feel very uncomfortable very fast. 
An ambidextrous person would have to take the time to train their muscles to function in an entirely 
different way than when writing with their right hand. And, once they accomplished this, they would 
find they needed to hold the pen differently and make other adjustments for the reasons above. And 
because of this, their left hand writing is unlikely to be identical to that of their right hand. 
“Do the left and right hand of an ambidextrous person have a different handwriting style?” 
The final product is the result of two factors: the anatomy of the hand (and how it is used — relaxed 
or tense, whether the movement comes from the fingers, wrist, or shoulder, etc.) — and 
the form dictated by the eye, not the hand. 
If by style you mean cursive versus printing versus italic calligraphy, you mean form and that 
remains as a static ideal for either hand. If by style you mean the specific execution of that form, then 
of course not. Writing left to write is a very different process for right or left hands. Just think of the 
arc the pen makes when moving freely from the wrist: the arcs go in opposite directions. Flourishes 
and initiating strokes will have very different mechanics, and that is certain to show, if only in subtle 
rhythmic ways. This is not to say that right or left hands cannot produce beautiful, accurately 
represented forms. 
If you yourself are ambidextrous, it might be a fun experiment to use different forms for the different 
hands. When I studied calligraphy with Lloyd R. Reynolds, he suggested to the left-handed students 
that they try italic right-handed, not because that’s “better” but because they were learning an 
entirely new fine motor skill set and it turned out they were no less skilful than right-handed people 
using their dominant hand! 
Barnard Law Collier 
 Editor, publisher, director Graphologyconsulting.com & scanmyhandwriting.com 
The style part is mostly mechanical, the fact of changing sides of the body and peculiarities of the 
other hand. However, in most cases, include the formation of the letters, the rhythm, flow, size of 
letters, loops, angles, shape of strokes, and so forth, remains fairly stable. Signatures are another 
matter. They are intentional gestures and what they reveal is who the person wishes to be seen as, not 
as they may in fact be. 
Over a quarter century our company has seen the ambidextrous handwriting of hundreds of people, 
some whom could write the samples at exactly the same time, as well as backward, and mirror 
image, all of which is style and skill and, it seems, some rare cerebral adaptation that splits the ability 
to draw similar lines. To be ambidextrous is a gift. It’s a blessing for surgeons and pianists. 
“Can a left hander person have left brain dominance, and conversely a right-handed person 
has right brain dominance? And an ambidextrous person” 
There are other ways the brain develops dominance. For example having a dominant eye, or a 
dominant ear when it comes to sharp listening … also a dominate leg when it comes to performing a 
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certain task such as kicking a ball … A right handed person may feel more natural kicking a ball 
with his left leg and/or vise-versa …. these are all controlled by dominant functions of the brain 
(with exceptions of cases where training was involved ) . In my personal opinion where someone is 
right or left handed and relationship with the predominate side of the brain that is used is mostly 
relative in nature …. some studies may show a leaning towards one side or the other as an “"overall 
average” … this could be a “ correlation” not a “ causation“ meaning that at an early stage of fetal 
development the cells split after left and right side of the body was already established to some 
degree and the twins are mirror opposite from each other because of the timing and nature of the 
cellular divide ..(I am paraphrasing a lot , so if anyone is aware of this theory or study just note that..) 
and then at some point the twin that had the right side of the cells was discontinued and absorbed by 
the body… Keep in mind this is at a very early stage and would have accrued way before the mother 
was even aware of her pregnancy ….. this left the one fetus that had all the properties of the 
dissolved twin except mirrored … therefore they are left handed …… this was an interesting theory 
and I don't know how widely excepted it is but it did hold some merit and logic …… As far as 
ambidextrous people go, they are extremely rare and typically found in people with extremely high 
IQ or cognitive function. For example, it was said that Leonardo da Vinci could draw and write with 
both hands at the same time and meet in the middle …. This would most certainly require a massive 
amount of cognitive function and high motor skill control in relation to how the brain operateswhen 
it comes to the human brain or mind and how it chooses to function with certain areas or tasks ….. I 
do believe their correlations but not definitive always this always that results from being left or right 
or even ambidextrous. 
RESEARCH METHODOLGY 
The aim of this study is to collect and evaluate the collected data structures to analyse people 
changing hand preference or practice to beambidextrous. The developing advantages of being 
ambidextrous. 
METHODS: 
Inspiration may come from unusual situations, under which average citizens are made into legends. 
In history, highly trained professionals who rely on motor skills were misfortune to practise their 
skills again in combination with the other less dominant side. 
OBJECTIVE:  
 
The aim of this article is to discuss the problem of neurourgical ambidexterity. 
Demonstrate the need to prosecute crime, the relevance and its rewards with respect to or signify the 
implementation of empirical methodology and techniques. 
 
SECONDARY DATA 
Secondary analysis or desk study is a form of research requiring the utilisation of data already 
collected. In order to improve the cumulative efficacy of studies, current results are summarised and 
collated. 
Primary analysis covers information from research reported in research findings and related journals. 
The public library, websites, knowledge gathered by the surveys etc. are the ways to render these 
records available. “Any government and NGOs often store and retrieve data which can be used for 
analysis purposes.” 
The secondary analysis approaches and examples used here are often: 
1. Data available on the internet: “The internet is one of the most popular methods in which 
secondary data is obtained. Data can be conveniently accessed from the Internet with a click of a 
mouse.” 
This data are basically free of charges or a marginal download of existing data may have to be 
charged. There is a lot of material on blogs that firms or associations may access in order to satisfy 
their analysis needs. However, organisations just need to accept a legitimate and trusted website for 
knowledge gathering. 
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2. Government and nongovernment agencies: “Any government and non-governmental 
organisations can also gather data for secondary analysis. For example, there are useful and 
important data that corporations or organisations may use from the US Government Printing Office, 
the US Census Bureau and from Small Business Cents.” 
A certain cost is levied for the download or use of data by certain organisations. genuine and 
accurate proof from these bodies. 
3. Public libraries: “Another strong tool for finding secondary study data is public libraries. Copies 
of significant studies done earlier in public libraries are available. They are a storeroom of valuable 
records and documentation that can be retrieved from.” 
These public libraries offer facilities that range from library to library. Libraries more also include a 
vast range of documents from the government including industry figures, broad databases and 
newsletters. 
4. Educational Institutions: “It is sometimes forgotten how significant data was obtained from 
secondary study educational institutions. However, there is more research than any other market field 
in colleges and universities.” 
The obtained data was specifically for primary study purposes in universities. “However, 
corporations or organisations may contact and request information from educational institutions.” 
5. Commercial information sources: National newspapers, newspapers , journals, radio and 
television stations provide an outstanding collection of secondary info. The sources include insights 
on economic growth, policy agenda, consumer analysis, population segmentation and related issues 
from a firsthand viewpoint. 
Businesses or organisations should request the most appropriate data for their analysis. Not only do 
businesses recognise future buyers, they also recognise the channels by which they can market their 
goods or services as a whole. 
DATA ANALYSIS 

 
HISTORICAL EXAMPLES 
The tale of Billy McLaughlin is nothing less than remarkable, and a pure and important feature of 
our career is exposed to the neurochirurg. The reliance on fine motor skills. Dexterity derives from 
the Latin Dexter, which means right, because most people use the right hand to dominate and 
therefore be more skilled. A few people equally well use both paws. If surgeons, sportsmen or 
dancers. This expertise is necessary in other fissions, such as magicians, basketball players, 
conductors, and managers of several pots and bowls at the same time, but is not limited to circuitry, 
music, and others. The surgeon's willingness to let go of your self and an opportunity for training 
were not mentioned in an editorial by Wilder, a professor of chirurgy at MoontSinai Hospital. In the 
documentary of his life, McLaughlin claimed that the main obstacle at first was that I might be 
stupid. I'm a fashion enthusiast and it was hard to do something that seemed beautiful. “Similarly, 
any time a neurochirurge discovers a new technique, he is relearned by placing the first external 
drain for instance, executing such procedures as the first insular drill or the first Sylvain scatter. The 
processes are often carried out. Then he would throw away his pride and make errors and benefit 
about it. Wilder 's second hurdle is motivation because M Laghlia lost his fine motor abilities. The 
player wants to develop his non-selection of game danger.” 
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DISSCUSSION 
Extraordinary conditions have had an unusual effect. We begin to understand only as we give up 
what we are told. “The Austrian-American pianist Paul Wittgenstcin made his debut in 1913. 
However, World War I broke out the year after, and the Russians took him in the strike on Ukraine 
on a right elbow. His arm was amputated at night, but he wanted to start practising as a five-fingered 
pianist. He then developed Piano Concrete, with the aid of his former instructor La-bor, to become 
his most popular composition, for the Left Hand after the war. Later on, Barchilon immortalised the 
life of Wittgenstein in a novel named The Crown Prince, a country view offered by the paediatric 
surgeon, Liebert, that most surgerists use their non-dominant hand in order to render the procedure 
more effective and successful. Nobody is such an ambidextrous, Licber said. He said that the innate 
potential to be gained is genuinely ambidextrous. 
We assume both opinions are right, but they appear to be opposite ends of the continuum. At first, a 
physician uses the non-dominant hand to recant, assist or dissect uncritical tissue regions. The 
surgeon continues with his skills development by positioning left shirts and eventual clipping with a 
bumpy aneurysm with the non-dominant side. If McLaughline is to progress as he did when he began 
using his left side, a surgeon would do this in the event of mistake, although he was advised that 
focal dystopia was extremely probable to arise in his left hand. Some cases would make the most 
sense if the surgeon were not the superior hand to conduct the operation. A left frontal ventricular 
surgeon who should not dominate the left hand to carry the catheter uses ventricular catheter, 
whereas a marker is palpated in the right hand (e.g. nasion).” This has the advantage that movement 
economies cause the surgeon to retain a reasonably good place.  
The dominant hand is typically used either individually or as the lead hand for self-inflicted injury or 
suicides. “If the non-dominant hand is shown to have suffered fatal injury, so it poses concerns that 
suicide is the path to die. Evidence of the willingness to differentiate between suicide and murder is 
of no importance. The usage of handicraft in recognising missing individuals or cadavers has 
declined dramatically owing to recent advances in dentistry, imaging techniques, and in particular 
genetics. In living subjects, the efficiency of such movements or actions may be shown by 
handfulness. The topic is to execute activities in a particular series with one or two hands. A 
mathematical differentiation between right and left is feasible by systematic measuring of the 
anatomy of the shoulders and top limbs. However, since this method is just around 75% reliable, it 
may not only be possible to use the morphological handicap determination for living subjects, but 
also to classify unexplained cadavers or other post mortem tests.” 
 
RESULT 
The necessity and rewards of using both our hands with the same dexterity are just normal for us to 
comprehend. Ambidexterity may be learned which, if exercised, is a hereditary attribute. It was 
controversial that history reveals exemplary people. 
 In psychiatry, practitioners reach for what is affectionately known as “the DSM (Diagnostic and 
Statistical Manual of Mental Disorders, now in itsfifthedition)” to reliably identify anddiagnose 
aberrant social and behavioural conditions The DSM is founded on extensive empirical research 
spanning many decades, adding credibility to its method of classifying complexemotional and 
neuronpsychiatric states. Perhaps most importantly, the DSM is a living document, evolving in 
parallel with shifting human culture and insight gained from years of self-evaluation and criticism. 
For several purposes, the 2016 Modular Forensic Handwriting (Modular Method) edition audits by 
Drs Bryan Found and Caroline Bird is the DSM counterpart for forensic practitioners. The 
hierarchical modular solution established by the editors is aimed at standardising the human 
mechanism with simple biomarkers.. Practitioners of forensic feature-matching comparisons such as 
handwriting follow a similar process to determine whether an evidentiary sample is or is not 
consistent with a known source sample. With accepted practices can have significant human or 
probate consequences The Modular Approach to forensic handwriting examination developed by 
Found and his colleagues transforms the tasks of elimination and inclusion into a systematic orderly 
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process. The 2016 version of A Modular Approach is an extensive update to the edition published in 
this journal in 1999. In the nearly two decades since the first edition was published, there has been 
significantresearch in the fields of motorcontrol, forensics, human factors and machine-learning with 
implications or handwriting examination. Gating recent research in the area of human factors, Found 
and Bird call attention to the potential for bias and the need to in the absence protect against 
"cognitive contamination of evidence. 
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Abstract--- Handwriting Features of Ambidextrous Persons have been 

classified as a multi-class classification issue in the deep learning 
framework, where image recognition task is effectively to test a 

classifier who can efficiently discriminate each line of paragraph of 

handwriting. This is very common for a single classifier to be 

performed on different data sets with a standard deep learning 

algorithm. It may also be that the same classifying system performs 

differently with highly differing image instances due to the various 
manuscript styles of various people on the same numbers. In order to 

address this problem, it was crucial to develop ensemble learning 

approaches to enhance overall effectiveness and make the 

performance highly stable in various data sets. In this text, we are 

proposing a system involving the CNN-based removal of the data set 
from an image and algebraic fusion of various words in images to 

classifies for trained in different sets of edges, which are prepared by 

means of feature selection applied to the original CNN feature set. 

Experimental results show that a fusion of classification images can 

achieve a descriptive word. 

Keywords--- handwriting features, ambidextrous persons, deep 

learning, convolution neural network, image processing. 
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Introduction 

Ambidexterity is defined as the ability to use both hands equally skilled. It can 

also mean the ability to simultaneously use both hands. Just 1% of the term 

population is ambidextrous according to study. So, it's a very unusual talent to 
possess. But it is surprising that few prominent actors and historical figures were 

still ambidextrous. India's first President, Dr. Rajendra prasad, Albert Einstein, 

LeBron James, Benjamin Franklin, Leonardo Da Vinci, and Nikola Tesla are the 

most well recognized individuals with the same ability. The inventor of AC current 

Nikoa Tesla and the man who made the world such powerful and effective electric 

motors that Tesla's designs are still used today. Nikola Tesla wrote in his 
autobiography about being ambidextrous. He said, "I'm ambidextrous now, but I 

was then left and my right arm had relatively little strength” [1]. Ambidextrous 

Leonardo Da Vinci was one of the many talents Florentine artists possessed. He 

used both his hands to make paintings because he hurt his dominant right hand 

in childhood. On 4 Aug 1473, when the artists were only 21 years old, the Opificio 
delles Pietre Dure (OPD) art conservation and research institution in Florence, 

Italy carried out diagnostic examinations of a painting made by da Vinci [2].  

One inscription the date written in the top left-hand corner on the front of the 

drawing is a reverse inscription written by a reflection in a mirror, the Uffizi said. 

Da Vinci used this so-called mirror writing several times, even though it's vague. 
The other note was usually drawn from left to right on the back of the page. 

Frosinini and her colleagues studied in high resolution images and infrarot 

illumination the inscription and painting under a microscope. They often use a 

fluorescent X-ray device and a handheld computer for organic matter 

identification. They determined that the inscriptions were written by da Vinci, 
that the writing was done in the drawing with the same hue, and that da vinci 

samples were written according to the sentence. But the contrast between the two 

inscriptions suggests that da Vinci had composed them with opposite hands. 

Since examining da Vinci 's traditional penmanship in a variety of texts, the 

conservators concluded that his left hand had to compose the text inverted to the 

fore of the drawing, while his non-dominant right hand wrote the back of the text 
[3]. 

The distinctive handwriting of each individual has been intuitively observed for a 

long time. Methods have been developed for several decades for human 

handwriting knowledge. However, studies of the quantitative evaluation of the 
discriminatory authority of handwriting are important, especially in view of the 

acceptance of proof by courts presented by challenged examiners (QDE) [4]. The 

handwriting segregation of a diverse group from around the United States has 

been confirmed. Students of veena vadini have this ambidextrous capacity to 

write in their school notebook with equal strength to both hands. The singularity 

of the Veena Vadini School children is not only written with both hands. Yes, 
besides that there are many other wonders for children in this school that are 

very simple. Simultaneously, children who write with both hands simultaneously 

can write in six different languages, including Hindi, English, Urdu, Sanskrit, 

Arabic and Roman [5]. 
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Literature Review 

 (Rahman et al., 2020) identified the author's use of disguise features, which are 

slant shift, printing process, use other hands to copy handwriting, artificial 
hesitations, pen-lifts, alterations in letter formation, lengths and height, etc. 

Nevertheless, inconsistency is the key attribute that suggests camouflage. To 

determine the most popular disguise techniques, 100 authors were picked and 

told to copy a text using some disguise. The majority of authors have been noted 

to alter the tendency to write, use grotesque letter types, alter the image 

presentation and the writing skills, and use pen-letters as an effective disguise 
[6]. (Firdaus et al., 2020) analyse to classify different attributes of left handedness 

and identified those features in a motion in writing that were found essentially 

opposite to those found in right-hand writers' writing. Based on these attributes, 

whether a person is left or right may be determined. This study concluded that 

writing with opposite hand demonstrates typically a lower degree of writing 
abilities due to unregulated retaining of writing instruments as well as sudden 

lateral strokes, uncertain stroke motions, the absence of smooth writing and the 

uncustomary style of letters etc [7]. 

(Jemimah et al., 2019) analyse the request for writings from 135 individuals to 

ascertain the most common camouflage strategies used by authors to change 
their prose, such as pitching, uncomfortable hand, hand printing, scale, layout, 

angularity, spacing, approach and terminal lines, upper and lower extension, 

capital and lower case songs, etc. In case of odd camouflage, only 8 people out of 

135 used clumsy hands to mask their face. Unusual handwriting did not 

resemble standard writing similarly. It seems like many authors would follow this 
form, but few used it awkwardly because they struggled to deliver unaccustomed 

hand writing. The frequency of shift occurrence was calculated in each feature. 

The findings have shown that disguise is not reliable or effective. Elements such 

as alteration or replacement were found to be primarily used to modify and 

dramatically influence the imagery of the text [8]. (Kalita et al., 2019) analyse 

that representing 4000 specimens written with the right and left hand. 
Everything topics completed the penalty for forgery. It has been found that 9 per 

cent of the left-hand writing and the other hand-writing is characterized by usual 

hand-writing, as flat r, d, l and other looped letters, vertical slant, fines or odd 

shaking, open T and d base, t-bar crossing, sudden direction changes, very little 

executions ability. It was pointed out that if major variations are carefully 
measured, uncomfortable writing can be found at the roots [9]. 

(Cilia et al., 2019) analyse that the pen movements of particularly left-handed 

writers who keep left-handed images of up-side-down strokes and explains some 

features such as I colon and other punching points, which render forms like 

bowls or sloping vertically while writers compose rapidly. T-bar indicates that the 
left-hand writer alone used the hand base for a finger movement that was 

immoveable. Is the right-hander found? The hand is free to step ahead while the t 

is crossing from left to right while the left hand is crossing? S side, when passing 

over previously written lines while writing, smudge patterns may occur. 

Impressions of tin from the hand base are moved to the paper while the hand 
moves down to the next line of writing [10]. 
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Problem Statements 

The main problems are to classify each word of handwriting feature. Overfit data 

works not well. During the testing and training process, it doesn’t predict results. 

Handwriting paragraph feature data is not easy to predict and implement the 
results. Data for this modelling issue consists of structured data from multiple 

sources so pre-processing of data. The main problems are to implement and find 

each line with boundary rectangle with the main important feature of the datasets 

as it is difficult to analyse. 

Objectives 

 Classify and implement the handwriting features of ambidextrous persons
and non-ambidextrous.

 Predicting the images of handwriting features of ambidextrous persons and
non-ambidextrous.

 Analyze the images data of handwriting features of ambidextrous persons
and non-ambidextrous with each line of paragraph.

Methodology 

We have used python and deep learning programming language for 

implementation. We have used Anaconda software. Python is an effective 

programming language for the creation of a deep recurrent model of neural 

network. It supports in addition, a version of Python 3.7.1 used for this study is 
used. In the code creation process, Anaconda jupyter notebook python IDE is 

used; it is intended for operations in data analysis. A variety of science libraries, 

including Pandas, Numpy, Scipy, Matplotlib, sklearn and more, are available at 

Jupyter Notebook. It also provides advanced analysis, debugging, and editing 

capabilities in many apps, ("Jupyter Notebook: Anaconda Cloud”). The following 

libraries have been used such as numpy, pandas, matplotlib, scipy, seaborn and 
tensorflow etc. 

Convolution Neural Network 

Deep learning is a machine learning tool that provides multiple linear and non-
linear processing devices with a high level of abstraction in a deep architecture. A 

variety of applications currently use numerous deep learning techniques. It 

included auto coders, stacked automobile encoders, Boltzmann restricted 

machines and deep faith networks. In recent years, both vision systems and 

medical image analysis have gained in popularisation in the CNN-based methods 

[11]. CNN are micro perceptron evolutionarily inspired variants. In raw image 
pixels, visual patterns are also immediately identified. The pre- processing of CNN 

images is limited in many cases. These deep networks are explored by means of 

multiple layer neurons by small patches of the input image called receptive fields 

[12]. In order to ensure some variance for dimension, shifted and distortion, CNN 

combines three architectural ideas. It presents the first CNN model to recognise 
manually developed characters [13]. The local associations of patterns among 

CNN neurons in adjacent layers are taken as subsets in layer m1, units that have 

spatially adjacent convolution layers to exploit the local spatial correlation, for 
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input from hidden units of layer [14]. Each CNN filter hello is further replicated 

across the entire field of vision. These filters share a characteristic map weight 

and bias vectors. The common weight gradient is the sum of the common 

parameter frames. A function model is obtained in sub-regions of the entire 
image, when the convolutions are rendered [15]. This process includes converting 

the image or function map of the input with a linear philtre and adding a bias 

followed by a non-linear philtre application [16]. A bias data is assigned to be 

irrespective of the classification layer output. The bias values enable us to move 

either the node's activation function left or right [17]. The weights, for example for 

a sigmoid function, regulate the steepness of the output, while the distortion is 
used to offset the curve and allow the model to suit better. The bias values are 

formed from the testing set and can be controlled by a variable [18]. The kth 

philtres are indicated as hk in a given layer and their philtres are determined by 

the weights Wk and bias bk. Where tanh is the hyperbolic function of the tan and 

is used for convolution. There are two secret CNN layers where m 1 and m both 
contain 4 and 2 maps, i.e. h and h1 referred to as w1 and W2. Figure. The 

calculated using a 2*2 window in the following layer as shown in Figure.3 on 

coloured squares from the pixels of the m1-level [19]. The weights of these 

philtre maps are 3D tensors, where there are indices for input characteristics, 

while pixel co-orders are given by the other two dimensions. In combination, Wk1 

represents the sum associated with each pixel in a hidden layer m with the 
hidden layer m1 map and with i-j, j, and j coordination [20]. 

Results and Discussion 

In this evaluation, we divide the entire feature set of three dataset into different 
categories. It is intended to assess the number of variables who apply for testing 

and testing process. Every experiment was performed on the same computer with 

1.6 GHz processor and 8 G memory configurations. Evaluation was performed for 

all study classifiers and four algorithms were implemented for training and testing 

or model assessment. 
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Figure 1. handwriting paragraph with edges of images 

Fig.1 analyse the handwriting paragraph with the edges of images. Total number 

of images in dataset is 108. There are five outputs from images dataset. These 

images are the handwritten notes. These handwritten notes written from left hand 

side. The aim of this study is to analyse that left-hand side can right proper word 

in comparison of right-hand side. The dataset is divided into two sets: the exercise 
set (70%) and the validation set (30%). Firstly, we have import original images. 

Fig.1 analyse the images result with edges. We have pre-processed the images 

with edges. For classify images data, there are aims to implement handwriting 

paragraph. Images Data used for Predictive handwriting paragraph in structured 

or unstructured form. Structured data is usually pre-process during testing and 
training steps. 
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Figure 2. Sobel Operators Outputs with Dark Background 

Fig.2. analyse the handwriting paragraph images with dark images. After pre-

process the images. We have converted the images into dark images. Here from 
this result, the words of paragraph are clear. Here we have converted background 

into dark. Unstructured data is a critical issue for image classification, unshaped 

and dispersed. Unstructured data is hard to categorize and to choose relevant 

attributes from it. We have resolve unstructured data. 
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Figure 3. Bounding Rectangles Outputs with Dark Background 

Fig.3 analyse the handwriting paragraph with boundary rectangles. Total number 
of images in dataset are 108. Here we are showing five results of the images. 

These results showing that the word with bounding rectangle is giving clear 

identification of words. But words without bounding rectangle is not clearly 

understandable words. The text inside the bounding showing accustomed and the 

text outside the bounding analysing unaccustomed. Here we have pre-processed 

the words of the images. Dataset images size is high-cardinality field for data 
identification. In redundant data, other highly correlated variables that carry the 

same information should be removed. If one predictor variable can be linearly 

predicted by other with a substantial to highly correlated. Collinearity can cause 

some regression coefficients to have wrong edges. 



        7012 



7013 

Figure 4. Analyse the handwriting features of ambidextrous persons 

Fig.4. analyse the handwriting features of ambidextrous persons. This is the final 

step to analyse that left hand can write proper words in comparison of right hand. 

From the result, we can analyse that many words are not clear. We cannot read 

them clearly. We can write left hand but it’s not predicting clear identification in 

comparison of right hand. Here each line of paragraph is underline with green 
colour. The text inside the bounding showing accustomed and the text outside the 

bounding analysing unaccustomed. The data is divided into two parts such as 

testing and training for each model. Here, our aim to take only content inside the 

box. We have used convolution neural network technique to classify handwriting 

paragraph. We have taken 11 images of handwriting. The results classify the 

proper content distribution inside boundary. With this output texts are clear and 
understandable. 

Conclusion 

This study concludes that handwriting paragraph is able to classify and 
implement with each line. In this study, we have used Anaconda software for 

implementing the code with python and deep learning programming language. 

Anaconda is a provisional free distribution of deep language and Python 

programming language for computation code, aimed at optimising package 

administration and deployment. Anaconda, which was created   by Travis 

Oliphant and Peter Wang established it and supported in 2012. We have used 
python and python programming language. It works well on image datasets. It 

can work with small and big dataset. We have taken convolution neural network 

algorithm to classify each line of handwriting paragraph. From the results, it is 

concluded that all CNN algorithm is more efficient and good in classification of 

handwriting paragraph. CNN algorithm requires a detailed fine tuning of the 
edges and a considerable number of situations for the data collection. It 

constructs the algorithm model only with precision and accurate classification. 

Therefore, the CNN algorithms for images data to classify each word and each 

line. However, from the results, it is clear that CNN algorithm works efficient with 

images dataset to predict word to understand clearly and linearly. 
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Figure 1. Handwriting paragraph with edges of images 
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Figure 2. Sobel Operators Outputs with Dark Background 
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Figure 3. Bounding Rectangles Outputs with Dark Background 
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Figure 4. Analyse the handwriting features of ambidextrous persons 
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