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ABSTRACT

In the face of Covid-19, we have realized how a more technologically advanced
health  sector  would  be  highly  effective.  We  can  finally  see  through  and
understand how lack of doctors and nurses can be maneuvered in hospitals, for
readily available assistance to patients at any time of the day, and even so to
doctors and their hectic routines. Health Recommendation systems are one of
the new and growing technologies for assisting patients by understanding their
history.  These systems can do numerous things like help find recommended
hospitals by understanding the similarities in patterns which exist in the health
care sector. The healthcare industry is one of the busiest industries. There is a
demand for efficiency and speed for modern patients who want easy access to
information. Chat bots can revolutionize healthcare. They can boost efficiency
as  well  as  increase  the  accuracy  of  symptoms  collection,  identification  of
diseases, preventive care, post recovery care and general feedback. Chat bots
have become a great tool for quick and easy automation. Now the patients don’t
have to hold in line for hours before someone looks into their query because a
chat bot can do it instantly. These intelligent programs can detect symptoms,
manage medications and assist in various health issues. People can be guided
rightly for serious illnesses and can also be assisted in scheduling appointments
with professionals.  Doctors  are  usually  on a  tight  schedule,  therefore,  being
available for every patient is impossible at times. This is where chat bots come
into work. These chat bots provide instant information, especially when every
minute is important. Patients can check for symptoms on healthcare chat bot
and even measure the severity of the situation.



Chapter -1
INTRODUCTION

A health recommender system is of great importance and boom in today’s era. As
the name suggests, it’s a recommender system designed especially for the health
sector-patients-to  predict  diseases-to  formulate  and  research  about  medicines
which  are  described  to  us-to  recommend  hospitals,  dispensaries,  clinics-to
recommend doctors and specialists, also make appointments. It’s a very important
tool today, because health is the most vital part if our existence, and which is why
with the advent of technology, we might want something easier than standing in
queues and feel clueless about our diagnosis or medicine. Here is when we use
algorithms and codes to make our lives simpler, at the tap of our fingers. This
paper  focuses  on a  novel  health  recommendation  system that  predicts  diseases
based on the symptoms entered. On the basis of the severity of the disease, it gives
advices. In the first stage, we process the data using Label Encoder. It will map all
the strings in the dataset to numbers so that the complete dataset transforms to an
array-list.  The  classifier  will  then  be  applied  to  the  modified  dataset.  We  use
Random Forest Classifier on the dataset. Random samples will be collected from
the dataset and the decision tree will be constructed for the same to get a prediction
result. There will be a vote on each predicted result, and the result with the most
votes will be counted as final prediction. We also use Support Vector Classifier as
it will provide the best fit that will categorize the data. Once we get the hyperplane,
we feed features into the classifier to see the final result and we map out the result
via a confusion matrix.

1.1 CHATBOT

Chat  bot  is  a  software application designed to stimulate  human behaviour as  a
conversational partner. They require continuous tuning and testing and many even
fail  the  industry  standard  Turing  test.  They  are  used for  various  purposes  like
information  gathering,  customer  services  and  routing  requests.  Some  chatbot
applications use sophisticated AI and a natural language processing while others
just  scan  for  general  keywords  and  give  the  responses  using  phrases  from  an
associated database. Most of the chatbots can be accessed through virtual assistants
or website pop-ups.
 In healthcare industry, chatbots are developed using machine learning algorithms
and natural language processing to stimulate a conversation with a user so that real
time assistance can be provided to the patients. Healthcare payers are also starting
to use these tools to simplify patient  care and cutting unnecessary costs.  Some
chatbots which have complex self-learning algorithms can maintain nearly human
like conversations. Chatbots will not only improve care delivery but will also help
in cost  savings and improve the patient  care outcomes. These medical  chatbots
reduce professional’s workload by



reducing  the  unnecessary  treatments  and procedures,  reducing  hospital  budgets  and,  also
decreasing  hospital  re-admissions  as  the symptoms improve.  For  patients,  it  is  also very
beneficial as they have to less time in commuting to the doctor’s office. They can have easy
access to any doctor and less money is spent on unnecessary treatments. Chatbots reduce
hospital wait times, hospital re admissions and consultation times by connecting patients with
the  right  doctors  and,  also  by  helping  them  understand  their  conditions  and  treatments
without having to visit a doctor. These bots ask questions about the patient’s symptoms and
give automated responses which provide sufficient history for the doctor which can help the
doctors determine which patients to see first and which require a brief consultation. There are
three  kinds  of  chatbots  used  in  healthcare.  They can  be  conversational,  prescriptive  and
informative.

1.2 INFORMATIVE CHATBOTS

provide information for users in the form of notifications, pop-ups and stories. They provide
automated customer support. For example, if we search for articles about flu symptoms, a
chatbot may pop up with all the information like current outbreak in your area and how it can
be treated. Some health news websites also use chatbots to access detailed information about
a topic. For example, while reading about addiction and withdrawal, a chatbot may pop up
with:  “Do you need help with alcohol  addiction?  You can speak with our mental  health
professionals.”

1.3 CONVERSATIONAL CHATBOTS are  built  to  provide  responses  based  on
user’s intent but they have different levels of maturity - not all of them provide the same
depth of information.

For example, level 1 maturity chatbot provides responses that are pre-built to clear questions
without  having  the  capacity  to  follow  through  with  any  kind  of  deviations.  A  level  2
intelligence chatbot can engage in further questions. The chatbots with higher intelligence
levels understand the complete context in a better way and provide more than just pre-built
answers. This is possible because these chatbots do not process sentences in isolation and
rather look at the conversation as a whole. High intelligence chatbots provide more personal
responses which is how the conversations resemble human interactions.



Fig 1: Level-1 Conversational chat-bot

Fig 2: Level-2 Conversational chat-bot



1.4 PRESCRIPTIVE CHATBOTS are  conversational  by  design.  They  don’t  just
provide directions  but  also offer therapeutic  solutions.  An example  of a  prescriptive
chatbot is Woebot. It is a chatbot designed by researchers from Stanford University. It
provides  mental  health  assistance  by  making  use  of  cognitive  behavioural  therapy
techniques. People who suffer from anxiety disorders, mood disorders, depression can
talk  to  this  chatbot  and  it  helps  people  treat  themselves  by  reshaping  their  thought
patterns and behaviour.

Fig 3: Perscriptive chat-bot



1.5 APPLICATIONS

ELISA  was  the  first  ever  chatbot  to  be  used  in  healthcare  in  1966.  It  imitated  a
psychotherapist  by  using  pattern  matching  and  response  selection.  However,  it  had
limited communicational abilities. Today, chatbots offer mental healthcare consultation,
diagnosis of symptoms, nutrition facts and tracking and more.

Chatbots  provide  medical  information.  Their  algorithms  are  trained  on massive  data
including disease symptoms and available treatments. Public datasets continuously train
these chatbots like COVIDx for diagnosis of COVID-19.

Chatbots can be integrated into the medical system to extract information about suitable
doctors,  clinic working days and available slots. They ask patients about their  health
issues,  find  them physicians  and dentists,  provide  them with  appointments  and  also
provide the option of scheduling and rescheduling.

Chatbots also help in collecting patient information. They can extract information using
questions like name, symptoms, current physician and even insurance details. They then
store this information in the medical facility system for patient-doctor communication,
symptom tracking and even record keeping.

Chatbots can also handle insurance inquiries.

They also provide mental health assistance for patients with depression, anxiety or post-
traumatic stress disorder by delivering cognitive behavioral therapy. They can also help
train autistic patients in improving their social and job interview skills.

Since  chatbots  collect  patient’s  information  like  name,  contact,  current  doctor  and
prescription. They can submit a request to the doctor for a final decision and contact the
patient whenever the prescription refill is available which allows doctors to process these
refills in batches or even automate them in certain cases.



1.6 DECISION TREE CLASSIFIER
Separation can be defined as the task of learning a specific task f clearly each attribute set x 
on one of the previously defined labels y.

Examples:

Assigning a news clip to one of the categories described earlier.

• Receive spam email messages based on message headers and content

• Classify cells as malignant or malignant according to the results of MRI scans

• Divide galaxies into categories

The Decision Tree is built by asking critical questions about the recording of the database we 
have. Each time a response is received, the next question is asked until the conclusion about the
record class label. A series of possible questions and answers can be arranged in the form of a 
deciding tree, which is a structure with sections consisting of nodes and directed edges. The 
tree has three types of nodes:

• root node with no inbound and zero or outbound edges.

• Internal meditation, each with a single incoming edge and two or more outgoing edges.

• Leaf or terminal nodes, each with a single incoming edge and no outgoing edges.

In the cutting tree, each leaf node is assigned a class label. Non-terminal nodes, which include 
root and other internal nodes, contain attribute test conditions in different records with 
different characteristics.

Figure 4: Decision Tree
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2.2 EXISTING METHODS

In an average Health recommender system there are two parts- patients and the end product,
which could be a clinical report,  or recommendation of doctors, or medicines.  Patients are
supposed  to  enter  their  preferences  based  on  their  health  record  and  the  data  which  is
collected. This data is represented in a matrix which in turn gives us the value of each patient-
product combination. Hence there are two engines- a patient based, and a product based.

Creating a Knowledge Repository:

It creates a repository consisting of information about patients and prepares a data base.
In this data base there is background details, medical history, behaviour of the patient. A
well  informed  data  repository  is  very  integral  as  it  forms  the  backbone  of  any
recommender system.
Sentiment Analysis: As the name suggests-  it  is  a  learning algorithm for  the
entire model based on the data we have accumulated.

Recommendation: by  the  analysis  and  feedback  through the  information  we
have collected, we can now give recommendations.
Patients often cannot share private or underwhelming information with their doctors in
person, due to a basic human nature. Often they are not able to get the best advice possible
due to geographical barriers, or that they don’t get the diagnosis in time, which at time can
be fatal. This work offers us a helping hand in all the given problems and more, using the
concepts of Natural language Processing, RNN and CNN.

As  human  beings  we  communicate  in  our  natural  language,  instead  of  machine
generated  or  deciphered  numerical  and  symbols,  hence  our  machines  need  an
algorithm to decipher what we are trying to say and generate reliable and efficient
results.  Which is  where  Natural  Language  Processing(NLP)  comes  into  play.  But
NLP still falls short due to the abundance of interactions, that approaches such as the
one hot vector fall short. There are dimensionality problems or the ordering of words.

2.3 RNN:

1. The recurrent neural network, as the name suggests, works like a feedback loop.
It helps with the more dynamic part of the algorithm, such as timely responses or
the layers which hold onto information in a sequential context.

2. In this study, they are providing the patient with a pre-diagnosis on the basis of the
data they have inputted, recommend them with the domain based physician.

3. CNN here works in contextual, sentence level, textrual learning which improves
the  training  of  the  model  and  RNN  uses  its  pattern  building  through  the
sentences and dialogues, specificity to give a highly efficient result.

4. TFIDF clustering the further refines the result.



5. With health related recommendation models, there is always one shortcoming-
prospect of training with more data and experiments, which in turn gives a better
result. 

6. This is used to rank the items by its relevance which is recorded in terms of a
score. Such as buying a product from amazon-we can sort or filter it through
its ratings, CF works the same way.

2.4 Deep Neural Network(DNN):

1. This works on the big data. It filters based on the inputs we provide. The model is
made using DNN which stores the high order relation within the diseases.

2. Each Symptom and disease has a different degree of relationship, and the customer’s
history of diseases and symptoms need to be weighed in against the medical history, on

an ‘attention network’. The output is then summarized as the patient’s condition.DNN
is then further used to train the higher order features.  Remembering,  that lower-
order  features  cannot  be  neglected,  hence  ‘Factorization  Machines’  are  used  to
combine the two and give a score, which predicts the disease.

3. It generates a list of plausible diseases, from which the result is chosen. Combining
the lower oder and higher order relations is an added feature, which we learn from
this paper because it increases the efficiency of the result by not having a tunnel
vision. The noise i.e. the diseases that don’t affect the result are also removed.

4. Repeating what has been said above, the ever present flaw in each model-training
with more data to improve accuracy. This paper also sheds light on the fact that
genetics  and  behavior  of  the  patient  is  not  an  entity  that  can  be  predicted  by
algorithms or statistics, hence combining professional knowledge onto the model is
also a direction to work on in the future.



CHAPTER 3

PROPOSED METHODOLOGY

A random forest, as its name implies, contains a large number of tropical trees that serve 
as a single group. Each tree in a random forest spells out a class forecast and a section 
with a lot of votes becomes a prediction of our model.

The maximum number of unrelated species (trees) that function as a committee will 
exceed any models in each category.

Low integration between models is key. Just as low-correlated investments (such
as stocks and bonds) come together to form a portfolio larger than the sum of its
components,  unconventional models can produce more accurate forecasts than
any other prediction. The reason for this positive effect is that trees protect each
other from their individual mistakes (as long as they do not always deviate in the
same way). While some trees may be bad, many other trees will be good, so as
a group the trees are able to move in the right direction. The requirements for
a random forest to do well are therefore:

1. There needs to be a certain signal in our features so that the models built using those
features perform better than random guesses.

2. The predictions (therefore errors) made by each tree need to have a low correlation with 
each other.

3. Random Forest is a supervised learning algorithm. The "forest" is constructive, is a 
combination of decision-making drugs, often trained in the "integration" method. A 
common idea of how to pack a bag is that a combination of learning models enhances 
the overall effect.

4. Another major advantage of the informal forest is that it can be used for both 
planning and retrospective problems, which is what constitutes most of the current 
machine learning systems.

The random forest has the same hyper parameters as the decision tree or bag divider. 
Fortunately, there is no need to combine a decision tree with a bagging divider because 
you can easily use a random forest partition section. With the random forest, you can also 
tackle back-to-back tasks by using the algorithm functionality.

The random forest came more random in the model, while the trees grew. Instead of 
searching for the most important feature when a node is divided, it seeks the best 
feature among the random subset of features. This results in variations that often lead 
to better models.



One of the great benefits of the informal forest is its versatility. It can be used for 
retrofitting and separation functions, and it is also easy to view the equal value it 
gives you input features.
Random forest is also a very simple algorithm because the automatic hyperparameters it 
uses usually produce a good predictive effect. Understanding hyperparameters is very 
good, and also not many of them.

One of the biggest problems with machine learning is overuse, but most of the time this
will not happen due to random forest planning. If there are enough trees in the forest, the
separator will not exceed the model too much.

The great limitation of the random forest is that a large number of trees can make the
algorithm go too slow and not work in real-time prediction. Generally, these algorithms
are quick to train, but it is not too late to create predictions once they are trained. More
accurate predictions require more trees, leading to a slower model. For many real-world
applications,  the  random  forest  algorithm  is  fast  enough  but  there  can  certainly  be
situations where working time is important and alternatives can be preferred.



CHAPTER 4

4.1 ARCHITECTURE DIAGRAM

Figure 5: Architecture Diagram

The  architecture  diagram  suggests  that  the  chatbot  will  ask  the  users  to  enter  the
symptoms  one  by  one.  As  the  user  keeps  entering  symptoms,  the  algorithm  keeps
extracting  the  keywords  from  the  inputs  and  as  it  matches  the  symptoms  from  the
database, individual decision trees are made for each symptom. As all the decision trees
are made for each symptom, Random Forest Classifier is applied on the decision trees and
the decision tree with the most number of votes is counted as the final prediction. Based
on symptoms and their severity, the disease is predicted and information is provided about
the disease. Additionally, the chatbot also gives advices like what kind of home measures
the patient can take to cure the disease and also if the patient needs to go and refer the
doctor if the symptoms are too severe.

4.2 DIFFERENCE BETWEEN DECISION 
TREES AND RANDOM FORESTS

While a random forest is a collection of decision trees, there are some differences.
If you enter a training database with features and labels on the decision tree, it will
create certain rules, which will be used to make predictions.

For example, predicting whether a person will click on an online ad, you may collect
ads that someone clicked in the past and other factors that explain their decision. If you
place features and labels on the decision tree, it will generate specific rules that help
predict whether the ad will be suppressed or not. By comparison, the random forest
algorithm  randomly  selects  for  visibility  and  features  to  build  multiple  trees  for
decision making and then results in between.



Another difference is the trees of the "deep" decisions may suffer too much. Most of the
time, the random forest prevents this by creating random subsets of features and building
smaller trees using those subsets. After that, it covers the subtrees. It is important to note
that this does not always work and makes computer calculations slow, depending on how
many trees are formed by the random forest.

       Figure 6: Random Forest Classifier

4.3 IMPORTANT HYPE RPARAMETERS

Random forest hyperparameters may be used to increase the predictability of the model
or to speed up the model. Let’s take a look at hyperparameters for sklearns built with
random forest operation.

1. Increase the ability to predict

First, there is the n_estimators hyper parameter, which is just the number of trees that the
algorithm  constructs  before  taking  the  high  vote  or  taking  the  prediction  rating.  In
general, the higher number



of  trees  increases  efficiency  and makes  predictions  more  stable,  but  also
slows down the calculation.

Another important hyper parameter is max_feature,  which is a large number of
features in the random forest that looks for node partitions. Sklearn offers many
options, all described in the documentation.

The last important hyper parameter is min_sample_leaf. This determines the minimum
number of leaves needed to separate an internal node.

2. Increase the speed of the model

The n-jobs hyper parameter tells the engine how many processors are allowed to use. If
it has one value, it can only use one processor. A value of "-1" means no limit.

The hyper_state hyper parameter makes model output repeated. The model will always
produce the same results when it has the exact value of the random state and when given
the same hyperparameters and the same training data.

Finally, there is oob score (also called oob sampling), which is a random way to verify the
forest. In this sample, approximately one-third of the data was not used for model training
and could be used to evaluate its performance. It is very similar to the leave-one-out-
cross-validation  method,  but there  is  probably no additional  computer  load associated
with it.



CHAPTER 5

MODULE DESCRIPTION

5.1 The model consists of the following layers:

1. Data  Processing:  We use  LabelEncoder.  Mark  all  strings  in  the
database to numbers so that the complete database can be converted
into a list of identical members. The separator will be used on this
modified database.

• In machine learning, we are often faced with data sets that contain
multiple labels in one or more columns. These labels can be in the
form  of  words  or  numbers.  To  make  the  data  understandable  or
human-readable, training data is often written in words.

• LabelEncoder texts converts labels into numbers to convert them into
machine-readable form. Machine learning algorithms can then determine
the best way to use those labels. It is an important pre-processing step
for systematic databases in supervised learning.

Limitation of label Encoding
Label Encoding converts the data in a machine-readable form, but provides
a unique number (starting from 0) for each data class. This can lead to the
creation of a very important issue in training data sets. A high-value label
can be considered more important than a low-value label.

Test Train Split  :  We use this  function to evaluate the performance in our upcoming
algorithm. Our complete dataset will be divided into 2 subsets. One subset will be used to
fit the model (the training dataset). The second subset will not train the model. In fact, the
input element of the dataset will  be provided to the model and the prediction will be
made and it will be compared to the expected values (test dataset).

The train-test split procedure is used to estimate the performance of machine learning
algorithms when they are used to make predictions on data not used to train the model.

It is a fast and easy procedure to perform, the results of which allow you to compare the
performance  of  machine  learning  algorithms  for  your  predictive  modeling  problem.
Although simple to use and interpret, there are times when the procedure should not be used,
such  as  when you have a small  dataset  and  situations where  additional  configuration is
required, such as when it is used for classification and the dataset is not balanced.



In this tutorial, you will discover how to evaluate machine learning models using the train-
test split.

 The train-test split procedure is appropriate when you have a very large dataset,
a  costly  model  to  train,  or  require  a  good  estimate  of  model  performance
quickly.
he train-test  split is a technique for evaluating the performance of a machine learning
algorithm.

It  can  be  used  for  classification  or  regression  problems  and  can  be  used  for  any
supervised learning algorithm.

The procedure involves taking a dataset and dividing it into two subsets. The first
subset is used to fit the model and is referred to as the training dataset. The second
subset is  not  used to  train the model;  instead,  the input  element  of the dataset  is
provided  to  the  model,  then  predictions  are  made  and compared  to  the  expected
values. This second dataset is referred to as the test dataset.

 Train Dataset: Used to fit the machine learning model.
 Test Dataset: Used to evaluate the fit machine learning model.

The objective is to estimate the performance of the machine learning model on new
data: data not used to train the model.

This is how we expect to use the model in practice. Namely, to fit it on available
data with known inputs and outputs, then make predictions on new examples in the
future where we do not have the expected output or target values.

The train-test procedure is appropriate when there is a sufficiently large dataset available.

The idea of “sufficiently large” is specific to each predictive modeling problem. It
means that there is enough data to split the dataset into train and test datasets and
each of the train and test datasets are suitable representations of the problem domain.
This requires that the original dataset is also a suitable representation of the problem
domain.

A suitable representation of the problem domain means that there are enough records
to cover all  common cases and most  uncommon cases in the domain.  This  might
mean  combinations  of  input  variables  observed  in  practice.  It  might  require
thousands, hundreds of thousands, or millions of examples.

Conversely, the train-test procedure is not appropriate when the dataset available is
small. The reason is that when the dataset is split into train and test sets, there will
not  be  enough data  in  the  training  dataset  for  the  model  to  learn  an  effective
mapping of inputs to outputs. There will also not be enough data in the test set to
effectively evaluate the model performance. The estimated performance could be
overly optimistic (good) or overly pessimistic (bad).



If  you have insufficient  data,  then a suitable  alternate  model  evaluation  procedure
would be the k-fold cross-validation procedure.

In addition  to  dataset  size,  another  reason to  use  the train-test  split  evaluation
procedure is computational efficiency.

Some models are very costly to train, and in that case, repeated evaluation used
in other procedures is intractable. An example might be deep neural network
models. In this case, the train-test procedure is commonly used.

Alternately, a project may have an efficient model and a vast dataset, although may
require  an  estimate  of  model  performance  quickly.  Again,  the  train-test  split
procedure is approached in this situation.

Samples  from the  original  training  dataset  are  split  into  the  two subsets  using
random selection. This is to ensure that the train and test datasets are representative
of the original dataset.

2. Applying Random Forest  Classifier  on  the  Dataset  :  Random samples  will  be
collected from the dataset. The decision tree for the same will be constructed to
get a prediction result. There will be a vote on each predicted result and the result
with the most votes will be the final prediction.

The  Random  forest  or  Random  Decision  Forest  is  a  supervised  Machine
learning  algorithm  used  for  classification,  regression,  and  other  tasks  using
decision trees.
The Random forest  classifier  creates  a  set  of decision trees from a randomly
selected subset of the training set. It is basically a set of decision trees (DT) from
a randomly selected subset of the training set and then It collects the votes from
different decision trees to decide the final prediction.

. SVC : We are using SVC in our project because it will provide the best fit that will
categorize our data. Once we get our hyperplane, we will feed features into the classifier
to see the final result.

The support vector machine is highly preferred by many as it produces remarkable accuracy
with low calculation power. The Support Vector Machine, abbreviated as SVM can be used
for retrofitting and split operations. However, it is widely used for planning purposes. The
purpose of the support vector machine algorithm is to detect a hyperplane in a space equal to
N (N - number of elements) that clearly separates the data points.



         Figure 7: Non-SVC

      Figure 8: Optimal SVC



5.2 Hyperplanes and Support Vectors

Hyperplanes are decision-making parameters that help to separate data points. Data points
falling on either side of a hyperplane can be caused by different classes. Also, the size of the
hyperplane depends on the number of factors. If the number of input elements is 2, then the
hyperplane is just a line. If the number of input elements is 3, then the hyperplane becomes a
two-dimensional  plane.  It’s  hard  to  imagine  when  the  number  of  features  exceeds  3.
Supporting vectors are data points that are very close to the hyperplane and influence the
position and orientation of the hyperplane. Using these support vectors,  we maximize the
margin  of  the  classifier.  Deleting  the  support  vectors  will  change  the  position  of  the
hyperplane. These are the points that help us build our SVM.



CHAPTER 6

                                                                CODE

import pandas as pd

import pyttsx3

from sklearn import preprocessing

from sklearn.tree import DecisionTreeClassifier,_tree

import numpy as np

from sklearn.model_selection import train_test_split

from sklearn.model_selection import cross_val_score

from sklearn.svm import SVC

import csv

import warnings

warnings.filterwarnings("ignore", category=DeprecationWarning

training = pd.read_csv('Training.csv')

testing= pd.read_csv('Testing.csv')

cols= training.columns

cols= cols[:-1]

x = training[cols]

y = training['prognosis']

y1= y

reduced_data = training.groupby(training['prognosis']).max()



#mapping strings to numbers

le = preprocessing.LabelEncoder()

le.fit(y)

y = le.transform(y)
x_train,  x_test,  y_train,  y_test  =  train_test_split(x,  y,

test_size=0.33, random_state=42)

testx = testing[cols]

testy = testing['prognosis']

testy = le.transform(testy)

clf1  = DecisionTreeClassifier()

clf = clf1.fit(x_train,y_train)

#

print(clf.score(x_train,y_train))

# print  ("cross
result========")

scores = cross_val_score(clf, x_test, y_test, cv=3)

# print (scores)

print (scores.mean())

model=SVC()

model.fit(x_train,y_train)

print("for svm: ")

print(model.score(x_test,y_test))

importances = clf.feature_importances_

indices = np.argsort(importances)[::-1]

features = cols



def readn(nstr):

engine = pyttsx3.init()

engine.setProperty('voice', "english+f5")

engine.setProperty('rate', 130)

engine.say(nstr)

engine.runAndWait()

engine.stop()

severityDictionary=dict()

description_list = dict()

precautionDictionary=dict()

symptoms_dict = {}

for index, symptom in enumerate(x):

symptoms_dict[symptom] = index

def calc_condition(exp,days):

sum=0

for item in exp:

sum=sum+severityDictionary[item]

if((sum*days)/(len(exp)+1)>13):

print("You should take the consultation from doctor. ")

else:

print("It might not be that bad but you should take precautions.")



def getDescription():

global description_list

with open('symptom_Description.csv') as csv_file:

csv_reader = csv.reader(csv_file, delimiter=',')

line_count = 0

for row in csv_reader:

_description={row[0]:row[1]}

description_list.update(_description)

def getSeverityDict():

global severityDictionary

with open('symptom_severity.csv') as csv_file:

csv_reader = csv.reader(csv_file, delimiter=',')

line_count = 0

try:

for row in csv_reader:

_diction={row[0]:int(row[1])}

severityDictionary.update(_diction)

except:

pass

def getprecautionDict():

global precautionDictionary

with open('symptom_precaution.csv') as csv_file:



csv_reader = csv.reader(csv_file, delimiter=',')

line_count = 0

for row in csv_reader:

_prec={row[0]:[row[1],row[2],row[3],row[4]]}

precautionDictionary.update(_prec)

def getInfo():

# name=input("Name:")

print("Your Name \n\t\t\t\t\t\t",end="->")

name=input("")

print("hello ",name)

def check_pattern(dis_list,inp):

import re

pred_list=[]

ptr=0

patt = "^" + inp + "$"

regexp = re.compile(inp)

for item in dis_list:

# print(f"comparing {inp} to {item}") if regexp.search(item):

pred_list.append(item)

# return 1,item

if(len(pred_list)>0):



return 1,pred_list

else:

return ptr,item

def sec_predict(symptoms_exp):

df = pd.read_csv('Training.csv')

X = df.iloc[:, :-1] y = df['prognosis']

X_train,  X_test,  y_train,  y_test  =  train_test_split(X,  rf_clf  =
DecisionTreeClassifier() rf_clf.fit(X_train, y_train)

symptoms_dict = {}

for index, symptom in enumerate(X): symptoms_dict[symptom] =
index

input_vector = np.zeros(len(symptoms_dict))

for item in symptoms_exp:

input_vector[[symptoms_dict[item]]] = 1

return rf_clf.predict([input_vector])

def print_disease(node):

#print(node)

node = node[0]

#print(len(node))

val = node.nonzero()



# print(val)

disease = le.inverse_transform(val[0])

return disease

def tree_to_code(tree, feature_names):

tree_ = tree.tree_

# print(tree_) feature_name = [

feature_names[i]  if  i  !=  _tree.TREE_UNDEFINED  else
"undefined!" for i in tree_.feature

]

chk_dis=",".join(feature_names).split(",")

symptoms_present = []

# conf_inp=int() while True:

print("Enter the symptom you are experiencing  \n\t\t\t\t\t\t",end="-
>")

disease_input = input("")

conf,cnf_dis=check_pattern(chk_dis,disease_input)

if conf==1:

print("searches related to input: ")

for num,it in enumerate(cnf_dis):

print(num,")",it)

if num!=0:

print(f"Select the one you meant (0 - {num}):  ", end="")

conf_inp = int(input(""))



else:

conf_inp=0

disease_input=cnf_dis[conf_inp]

break

# print("Did you mean: ",cnf_dis,"?(yes/no) :",end="")

# conf_inp = input("")

# if(conf_inp=="yes"):

# break
else:

print("Enter valid symptom.")

while True:

try:

num_days=int(input("Okay. From how many days ? : "))

break

except:

print("Enter number of days.")

def recurse(node, depth):

indent = "  " * depth

if tree_.feature[node] != _tree.TREE_UNDEFINED:

name = feature_name[node]

threshold = tree_.threshold[node]

if name == disease_input:

val = 1

else:



val = 0

if  val <= threshold:

recurse(tree_.children_left[node], depth + 1)

else:

symptoms_present.append(name)

recurse(tree_.children_right[node], depth + 1)

else:

present_disease = print_disease(tree_.value[node])

# print(  "You  may  have  "  +  present_disease  )  red_cols  =
reduced_data.columns

symptoms_given  =
red_cols[reduced_data.loc[present_disease].values[0].nonzero()]

# dis_list=list(symptoms_present)

# if len(dis_list)!=0:

# print("symptoms present  " + str(list(symptoms_present)))

# print("symptoms given "  +  str(list(symptoms_given)) )

print("Are you experiencing any ")

symptoms_exp=[]

for syms in list(symptoms_given):

inp=""

print(syms,"? : ",end='')

while True:

inp=input("")

if(inp=="yes" or inp=="no"):

break

else:

print("provide proper answers i.e. (yes/no) : ",end="")

if(inp=="yes"):



symptoms_exp.append(syms)

second_prediction=sec_predict(symptoms_exp)

# print(second_prediction)

calc_condition(symptoms_exp,num_days)

if(present_disease[0]==second_prediction[0]):

print("You may have ", present_disease[0])

print(description_list[present_disease[0]])

# readn(f"You may have {present_disease[0]}")

# readn(f"{description_list[present_disease[0]]}")

else:

print("You  may  have  ",  present_disease[0],  "or  ",
second_prediction[0])

print(description_list[present_disease[0]])

print(description_list[second_prediction[0]])

# print(description_list[present_disease[0]])

precution_list=precautionDictionary[present_disease[0]]
print("Take following measures : ") for i,j in enumerate(precution_list):

print(i+1,")",j)

# confidence_level  =
(1.0*len(symptoms_present))/len(symptoms_given)

# print("confidence level is " + str(confidence_level))

recurse(0, 1)



getSeverityDict()

getDescription()

getprecautionDict()

getInfo()

tree_to_code(clf,cols)

CHAPTER 7

OUTPUTS AND GRAPHS

Screenshots

       Figure 9: Confusion Matrix



           

      Figure 10: Disease Name with Symptoms



         

     Figure 11: Loading Dataset

          
     Figure 12: Symptoms Table

Figure 13: Split Train Test Data





Graphs

Figure 15: Symptoms Severity Chart

 Figure 16: Precision vs Support Chart



Output

Figure 17: Final Output



Conclusion

In this paper we have proposed a health recommendation system which is 
interactive through a chat bot, where patients input their symptoms and we use
Random forest classifier and SVC to come to a conclusion that is subject to 
evaluation through its confidence level. The aim for using different algorithms
is to work on the accuracy of the recommendation we are giving the users. 
The data in the health sector will change with the rise of any new medicine or 
disease coming in nature, like the Corona virus hence we make sure that we 
do not mislead patients into irrelevant precautionary measures as it can be 
detrimental to health as well.
We have achieved the accuracy of 97% using the Random Forest Classifier 
on our data sets.
This project being under the health care sector will always have a constant 
drawback in terms of variation in data, hence achieving a health care 
recommendation that works with absolute certainty has not been achieved yet. 
The aim is to focus on the output that we receive-by preprocessing the data 
and filtering it by weight to understand the severity of symptoms.
The severity of symptoms also comes with a warning signal of whether this 
requires professional assistance-and the prediction is based on the decision 
tree of our response to the symptom
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